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on adult relationships, emotional responses, and coping 
strategies, making their accurate characterization crucial 
for therapeutic and developmental interventions.

Electroencephalogram (EEG) is a powerful tool for 
uncovering the neural foundations of psychological 
constructs such as attachment styles [3–8]. Researchers 
have used EEG signals to extract various features like fre-
quency attributes, complexity metrics, and time-domain 
characteristics, allowing a thorough examination of the 
neural basis of attachment styles (e.g. [3–5]). While AI 
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In the intersection of developmental psychology and 
neuroscience, attachment theory posits that early-life 
interactions with primary caregivers shape distinct 
attachment styles, categorized as ‘secure’ or ‘insecure’ [1, 
2]. These attachment styles exert substantial influence 
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Abstract
Predicting attachment styles using AI algorithms remains relatively unexplored in scientific literature. This study 
addresses this gap by employing EEG data to evaluate the effectiveness of ROCKET-driven features versus 
classic features, both analyzed using the XGBoost machine learning algorithm, for classifying ‘secure’ or ‘insecure’ 
attachment styles.

Participants, fourth-year engineering students aged 20–35, first completed the ECR-R questionnaire. A subset 
then underwent EEG sessions while performing the Arrow Flanker Task, receiving success or failure feedback for 
each trial.

Our findings reveal the effectiveness of both feature sets. The dataset with ROCKET-derived features 
demonstrated an 88.41% True Positive Rate (TPR) in classifying ‘insecure’ attachment styles, compared to the classic 
features dataset, which achieved a notable TPR as well. Visual representations further support ROCKET-derived 
features’ proficiency in identifying insecure attachment tendencies, while the classic features exhibited limitations 
in classification accuracy. Although the ROCKET-derived features exhibited higher TPR, the classic features also 
presented a substantial predictive ability.

In conclusion, this study advances the integration of AI in psychological assessments, emphasizing the 
significance of feature selection for specific datasets and applications. While both feature sets effectively classified 
EEG-based attachment styles, the ROCKET-derived features demonstrated a superior performance across multiple 
metrics, making them the preferred choice for this study.
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models and EEG data are extensively used for emotion 
prediction [9–13], the specific application of AI models 
to EEG data for studying attachment styles remains unex-
plored, despite the use of techniques based on vocal and 
conversational characteristics [14, 15].

To enhance our predictive capabilities in the domain 
of attachment styles, we explore cutting-edge machine 
learning algorithms. XGBoost, a robust gradient boost-
ing algorithm [16], shows promise for predicting both 
secure and insecure attachment styles from EEG data. 
XGBoost’s structure, which inherently emphasizes fea-
ture importance, flexibility in hyperparameter tuning, 
and adeptness at handling structured data, makes it a 
contender worth considering for EEG datasets [17].

In this study, we assess its performance using two dis-
tinct feature sets. The first set comprises 45 classic EEG 
features (for more details see Appendix A), including 
time-domain features [18, 19], complexity features [20], 
frequency based features [21], and task-related features. 
The second set is derived from the ROCKET (RandOm 
Convolutional KErnel Transform) algorithm [22], where 
20,000 features are extracted and subsequently reduced 
to 87 principal components using PCA. This comparative 
analysis within the XGBoost framework will advance our 
understanding of attachment style prediction in the con-
text of neural signals. This approach allows a controlled 
comparison, isolating the impact of the feature sets on 
predictive performance. Utilizing the robustness and ver-
satility of XGBoost ensures that differences in results can 
be attributed to the features themselves, providing clear 
insights into the effectiveness of classical EEG features 
versus features derived from the ROCKET algorithm and 
PCA.

The ROCKET algorithm plays a pivotal role in time 
series classification [22]. It employs a wide array of ran-
domly selected convolutional kernels to transform time 
series data into interpretable features, revealing signifi-
cant patterns from time series data, regardless of its size 
or complexity. However, ROCKET predominantly serves 
as a feature extractor and is not directly used for classifi-
cation in our study. Conversely, XGBoost, known for its 
architectural robustness [23, 24], has an ensemble tech-
nique that pools insights from multiple decision trees, 
adeptly addressing noise and variability inherent in EEG 
datasets [25]. This makes it a suitable model for compar-
ing the effectiveness of different feature sets in predicting 
attachment styles.

In summary, our study evaluates the performance of 
XGBoost in predicting ‘secure’ and ‘insecure’ attach-
ment styles using two different sets of features. One set 
is derived from classical EEG analysis, and the other is 
based on the advanced feature extraction capabilities of 
the ROCKET algorithm, followed by PCA for dimen-
sionality reduction. The objective is to determine which 

feature set offers more reliable results when used with 
the XGBoost model, providing insights for potential 
future research and applications in neuroscience and 
psychology.

Methods
Participant selection and EEG data acquisition procedures
The study explored attachment styles using a two-step 
approach. In the first phase, 96 participants, primarily 
fourth-year engineering students aged between 20 and 
35 years (average age = 24.25, SD = 2.0673), were selected. 
Our selection of the 20–35 year age range aligns with 
the developmental dynamics of young adulthood as dis-
cussed in existing literature [26, 27]. These cited studies, 
while not explicitly addressing feedback sensitivity, high-
light the emotional and psychological changes character-
istic of this life stage. Considering that our study focuses 
on fourth-year students, who are typically within this age 
range and experiencing the transitional phase from uni-
versity to professional life, it is reasonable to infer that 
these changes could influence sensitivity to emotional 
feedback that we explore in our study through feedback 
responses in cognitive tasks. The wide age range serves 
as an advantage, allowing us to explore attachment styles 
and feedback responses across a broader spectrum of life 
experiences within young adulthood.

It was ensured that all participants were right-handed 
and did not exhibit any neurological symptoms. We 
chose to include only right-handed participants due 
to documented differences in brain hemisphere domi-
nance between right- and left-handed individuals [e.g 
[28]]. Given our heavy reliance on EEG data, which can 
be influenced by neural variations, this decision ensured 
consistency and minimized potential EEG signal con-
founders. The attachment styles of participants were 
assessed using the [29, 30] questionnaire. Subsequently, 
participants were categorized into four distinct attach-
ment categories. The k-means algorithm [31] (k = 4) was 
utilized for this classification, resulting in a secure group 
comprising 6 individuals and an insecure group encom-
passing 21 participants (9 anxiously attached, 7 avoidant, 
5 fearful avoidant). From this initial cohort, 27 individu-
als were meticulously chosen for the EEG sessions of the 
second phase, ensuring representation from both the 
secure and insecure attachment groups.

The selection process for these 27 participants was 
informed by the principles of proportional allocation, a 
method designed to ensure a sample representative of the 
initially assessed attachment styles. This method involves 
selecting individuals in such a way that the sample con-
tains the same proportions of each subgroup as observed 
in the larger initial population. By employing this tech-
nique, we guaranteed that our smaller sample of 27 par-
ticipants maintained the diversity of attachment styles 
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present in the initial cohort. This selection was executed 
randomly within each attachment style subgroup, provid-
ing an unbiased representation of the population.

Figure  1A and B visually depict the distribution of 
attachment styles within our study’s population. Fig-
ure  1A illustrates the distribution of attachment styles 
as measured by the ECR-R questionnaire for all partici-
pants. Figure  1B, in contrast, highlights the 27 partici-
pants who progressed to the EEG session, shown against 
the backdrop of the initial cohort from Fig.  1A. These 
participants are denoted as “ECR-R questionnaire + EEG 
session” in the legend (designated in orange). Figure  1B 
vividly demonstrates the heterogeneity of our EEG par-
ticipant sample, showcasing a broad scatter across the 
attachment style spectrum. This reinforces the random-
ness and representativeness of our selection method, 
affirming that we have succeeded in capturing a wide-
ranging and unbiased snapshot of attachment styles in 
our study.

To make the analysis more efficient, the attachment 
styles were consolidated into two broad categories: 
secure and insecure. The emphasis was on pinpointing 
differences between these groups. In the EEG sessions, 
participants were exposed to the flanker task [32], which 
was divided into 60 trials. These trials were further sub-
divided into three blocks, each containing 20 trials (see 
Fig.  2), with a break of one minute in between. Partici-
pants were asked to respond to arrows on a screen. In 
the first and third blocks, they responded in the direction 
of the arrow, while in the second block, they chose the 

opposite direction. After each trial, they received feed-
back in the form of a green or red indicator, signifying 
“correct” or “incorrect” respectively, which was displayed 
for one second. In between trials, participants’ focus was 
directed to a gray cross on a black background, shown 
anywhere between 0.5 and 1.5  s. Each trial lasted about 
3 s, making each 20-trial block roughly 60 s. A prelimi-
nary session was conducted to acquaint participants with 
the task.

For the acquisition of EEG data, a 16-channel EEG 
system (USBAMP by g.tec, Austria) was used. It had 
a sampling rate of 512  Hz and adhered to the 10–20 
international system. The focus was on six frontal and 
prefrontal electrodes: Fp1, F7, Fp2, F8, F3, and F7. The 
recorded EEG data underwent a bandpass filter rang-
ing between 1 and 30 Hz to minimize noise interference. 
Subsequently, the Independent Component Analysis 
(ICA) was employed to distinguish neural signals from 
any potential artifacts. A total of 1600 epochs were col-
lected, with 20 epochs excluded from the dataset due to 
poor-quality recordings from one participant. The data 
was then partitioned into 1-second epochs, synchronized 
with the timings of the flanker task slide.

Classification
The aim of our analysis was to utilize EEG data for clas-
sifying individuals as ‘secure’ or ‘insecure’. We employed a 
dual-feature set approach in our analysis. Initially, a com-
prehensive set of 45 features was extracted from the EEG 
epochs, distributed across the following categories:

Fig. 1 (A) Distribution of attachment styles in the initial cohort of 96 participants, as classified by the ECR-R questionnaire. (B) Subgroup of 27 participants 
selected for the EEG session, illustrating the proportional representation of various at
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  • Frequency-Based Features: These encompassed 6 
attributes related to Alpha, Beta, Theta, and Delta 
frequency bands, along with the Theta to Alpha and 
Theta to Beta ratios.

  • Complexity-Based Features: This group comprises 
17 features designed to measure the complexity of 
EEG signals. Key features encompass Fourier entropy 
(evaluated across diverse bin sizes such as 2, 4, 8, 16, 
and 32), Lempel-Ziv Complexity (LZC) (analyzed 
across comparable bins), Complexity-Invariant 
Distance Measure (CID_CE), and the mean of 
sample entropy.

  • Time Domain-Based Features: This category 
includes 19 attributes. Examples include the average 
of absolute energy values, the mean of maximum 
absolute values, the average measure of data 
distribution tails (kurtosis), the mean measure of 
data asymmetry (skewness), and the mean of relative 
variability.

  • Trial Feedback Dynamics: This category 
encompasses 3 features, specifically capturing 
the response time and the valence of success/
failure feedback from both the current trial and the 
preceding one. These features are crucial facets of the 
feedback mechanism.

Our inclusion of trial-feedback dynamics was primar-
ily based on the expectation that these dynamics would 
significantly affect participants’ emotional coping 
mechanisms. Given the strong link between emotional 
responses and EEG activity, we anticipated that these 
emotional coping responses to feedback would, in turn, 
influence the EEG frequency patterns. This approach 
aimed to elucidate how variations in emotional cop-
ing driven by feedback types could manifest as distinct 
electrophysiological patterns, particularly in the context 
of different attachment styles. The selection of a deci-
sion tree-based classification model was strategic for this 
study. Its ability to process binary variables, such as suc-
cess/failure feedback, enhances the interpretation of EEG 
data. This model effectively identifies how emotional 
responses to feedback, linked to different attachment 
styles, influence EEG patterns, thereby deepening our 
insight into the neural basis of attachment-related emo-
tional reactions.

For a detailed breakdown of the 45 classic EEG-based 
features utilized in this research, please refer to Table 
A1 in Appendix A. Additionally, we explored the util-
ity of ROCKET [22, 33] a machine-learning algorithm 
renowned for its rapid and efficient feature extraction 
from time series data. Using ROCKET, we generated an 
extensive feature set of 20,000 attributes. To manage the 
complexity, we implemented Principal Component Anal-
ysis (PCA), effectively distilling this down to 87 principal 
components for our classification needs.

For classification, both the 45 EEG-specific features 
and the 87 ROCKET-derived principal components 
were separately analyzed using the XGBoost algorithm 

Fig. 2 Experimental paradigm– single block
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[23, 24]. The dataset, comprising 1600 epochs, was par-
titioned into four folds for k-fold cross-validation. In 
each iteration, 1280 epochs were allocated for training 
and 320 epochs for testing. This systematic approach 
ensured a comprehensive evaluation using varied subsets 
of data, thereby aiming to bolster the model’s generaliza-
tion capability. Post-classification, we computed confu-
sion matrices for both models to gauge their prediction 
accuracy.

To summarize, two distinct feature sets were analyzed 
using the XGBoost algorithm: one comprising 45 EEG-
specific features and the other consisting of 87 principal 
components derived from ROCKET. Both these models 
were instrumental in differentiating between “secure” 
and “insecure” individuals based on their EEG data.

Model performance across the attachment style 
continuum
Attachment styles are not simply categorical but exist 
along a continuum. This continuum is mapped on a two-
dimensional plane, with its axes representing anxiety and 
avoidance, two pivotal constructs of attachment styles. 
The two-dimensional plane’s origin serves as a reference 
point, representing a balanced presence of both anxi-
ety and avoidance. We introduced a metric, Rattachment , 
defined by the equation:

 Rattachment =
√

(avoidance)2 + (anxiety)2  (1)

This metric quantifies the distance of an individual from 
the origin and thereby offers insight into their position on 
the attachment style spectrum.

Figure 3 displays a quadrant, showcasing the spread of 
four distinct attachment styles in relation to “Avoidance” 
and “Anxiety,” the primary dimensions derived from the 
ECR-R questionnaire. Secure attachment, near the origin, 
indicates balanced avoidance and anxiety levels. Anxious 
individuals display higher anxiety and moderate avoid-
ance, while fearful-avoidant individuals exhibit height-
ened values for both dimensions. Avoidant individuals 
are characterized by high avoidance levels.

Radii in Fig. 3, denoted as R_attachment, extend from 
the origin to each dot, quantifying the deviation of each 
style from a neutral midpoint. They highlight the inten-
sity within the “Avoidance” and “Anxiety” dimensions. 
Longer radii suggest more accentuated traits, and shorter 
ones indicate a balanced approach. The radii provide 
both a quantitative metric for comparison and intuitive 
insights into the predominant dimension guiding each 
style. The interpretation of these radii varies: longer radii 
indicate higher intensity for insecure tendencies, while 
a shorter radius for secure styles indicates strong secure 
attachment behaviors or feelings.

Results
This section presents the outcomes of our analysis, which 
evaluated the classification performance of XGBoost 
in predicting attachment style class as either ‘secure’ or 
‘insecure’ based on EEG data. The key distinction lies in 
the comparison of two feature sets used for prediction: 
one comprising 45 classic EEG features, and the other 
utilizing 87 features derived from the ROCKET algo-
rithm and PCA. For the PCA applied in the ROCKET 
feature extraction process, we adopted a criterion where 
the principal components were selected to retain over 
90% of the variance, ensuring a comprehensive represen-
tation of the data with reduced dimensionality.

Table  1 encapsulates key metrics derived from confu-
sion matrices to evaluate the effectiveness of the predic-
tions using these two feature sets.

Table 1 Comparison of prediction performance: classic EEG 
features vs. ROCKET-derived features
Metrics Classic Features ROCKET Features
True Positive (Insecure) 981 1114
False Negative (Insecure) 259 126
False Positive (Secure) 39 34
True Negative (Secure 321 326
True Positive Rate 79.11% 88.41%
True Negative Rate 89.17% 90.56%
Positive Predicted Value 96.18% 97.04%
False Discovery Rate 3.82% 2.96%
Prediction Accuracy 81.37% 87.5%

Fig. 3 A schematic representation of attachment styles plotted on “Avoid-
ance” and “Anxiety” axes with radii indicating intensity
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For the classification of the ‘insecure’ attachment style, 
the ROCKET-derived features exhibit a clear advantage. 
A True Positive (TP) count reflects the number of ‘inse-
cure’ individuals correctly identified: 1,114 for ROCKET-
derived features compared to 981 for classic EEG 
features. The false negative count, representing ‘insecure’ 
individuals mistakenly classified as ‘secure’, was notably 
lower for ROCKET-derived features at 126, contrasting 
with classic EEG features’ 259.

The significant improvement in the True Positive Rate 
for ROCKET-derived features (88.41% versus 79.11%) 
holds substantial practical implications. This elevated 
rate suggests that ROCKET-derived features are supe-
rior in detecting actual insecure cases. Additionally, 
both ROCKET-derived features and classic EEG features 
exhibit high Positive Predictive Values (PPV) for the 
‘Secure’ class. In practical terms, this means that both 
feature sets have a strong ability to correctly classify situ-
ations as ‘secure’ when they are indeed ‘secure.’ However, 
it’s important to note that ROCKET-derived features’ 
slightly enhanced PPV, although not substantially differ-
ent from classic EEG features’, still contributes to greater 
confidence in its classifications. This confidence can be 
especially valuable in scenarios where trust in predic-
tions is critical. In essence, the elevated True Positive 
Rate (TPR) ensures that fewer insecure cases remain 
unnoticed, while the amplified PPV offers greater confi-
dence when the feature set designates a case as ‘secure’, 
especially in scenarios where faith in such a prediction is 
paramount.

For the ‘secure’ attachment style, the results were more 
closely matched between the two feature sets. The True 
Negative Rate (TNR) (indicating ‘secure’ individuals 
correctly identified) stood at 326 for ROCKET-derived 

features and 321 for classic EEG features. A minor dif-
ference was observed in false positives, with ROCKET-
derived features registering 34, slightly better than classic 
EEG features’ 39. Further examination of the rates and 
predictive values continues to favor ROCKET-derived 
features. The True Negative Rate, indicating the propor-
tion of correctly identified ‘secure’ cases, was 90.56% for 
ROCKET-derived features, compared to 89.17% for clas-
sic EEG features. The False Discovery Rate (FDR), which 
calculates the probability of falsely categorizing an indi-
vidual as ‘insecure’, was lower for ROCKET-derived fea-
tures at 2.96%, compared to classic EEG features’ 3.82%. 
Reducing the FDR is particularly important in scenarios 
where the consequences of misclassification are sig-
nificant. For example, in applications related to men-
tal health, misclassifying a secure individual as insecure 
could lead to unnecessary interventions or distress. 
Therefore, a lower FDR contributes to the reliability and 
trustworthiness of the model’s predictions.

In terms of overall prediction accuracy, representing 
the total accurate classifications, ROCKET-derived fea-
tures demonstrated superiority with 87.5%, compared to 
classic EEG features’ 81.37%. In conclusion, while both 
feature sets proved effective in EEG-based attachment 
style classification, ROCKET-derived features displayed 
superior performance across various metrics, rendering 
it the preferred choice for this application.

Displayed below are the visual representations of two 
predictive models’ performance in relation to attachment 
radii and recall values for the insecure group (Fig. 4A and 
B). In Panel A (left), the relationship is depicted using 
ROCKET-derived features, while Panel B portrays the 
same using classic EEG features. The emphasis on the 
insecure group’s improvement is particularly pertinent 

Fig. 4 Attachment radii vs. recall values for two feature sets. Panel A (left) presents recall values using ROCKET-derived features, while Panel B depicts 
those from classic EEG features. The emphasis is on the true positive rate (TPR) improvement for the ins
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due to the critical role of the True Positive Rate (TPR) 
in our analysis. A high TPR is essential as it indicates the 
model’s proficiency in correctly identifying individuals 
with insecure attachment traits. The observed significant 
rise from 79.11% using classic EEG features to 88.41% 
with ROCKET-derived features underscores the signifi-
cance of optimizing prediction models to accurately and 
reliably pinpoint participants exhibiting insecure attach-
ment behaviors.

For the use of ROCKET-derived features (Fig.  4A), 
there’s a noticeable distinction in data point density 
between the attachment radii of approximately 4 to 5. 
Within this range, there are fewer participants, which 
might suggest potential outliers or specific behavioral 
traits less prevalent in the population. However, despite 
the reduced density, the recall values within this segment 
are mainly between 0.75 and 0.8. Beyond this range, par-
ticularly between the radii of approximately 4.5 to 7.5, 
participants exhibit recall values primarily between 0.9 
and 1, reflecting the consistent proficiency in predicting 
insecure attachment behaviors when utilizing ROCKET-
derived features.

In contrast, the figure for the prediction using classic 
EEG features (Fig.  4B) illustrates a broader distribution 
in recall values, spanning from about 0.55 to 0.95. An 
upward trend in recall values is apparent as the attach-
ment radii increase, emphasizing the model’s improved 
accuracy for participants with increasing attachment 
radii. This behavior suggests that the model using clas-
sic EEG features is adept at identifying pronounced 

insecure tendencies, but there could be challenges at 
the lower radii, where the boundary between secure and 
insecure traits is more nuanced, potentially leading to 
misclassifications.

In conclusion, the use of ROCKET-derived features 
showcases high recall values across most attachment 
radii but does present a distinct gap in data point den-
sity between the radii of 4 to 5. This section might ben-
efit from more detailed research or data gathering. The 
model using classic EEG features, though showing a 
trend of enhanced recall values with larger attachment 
radii, might face challenges at lower radii underscoring 
its potential difficulty in discerning the nuanced bound-
ary between secure and insecure individuals.

Figure  5 displays the comparative recall performance 
for the insecure group using two feature sets: classic EEG 
features (blue dots) and ROCKET-derived features (red 
dots). Dashed lines connect pairs of dots representing 
individual participants’ recall values with each feature 
set. The most notable improvement is observed in the 4.5 
to 5.5 attachment radii range, where ROCKET-derived 
features significantly enhance recall values, as seen by 
the consistently higher red dots. This enhancement is 
particularly distinct for participants who initially had 
lower recall values with classic EEG features, as indicated 
by the substantial elevation of their red dots, signifying 
an overall notable improvement with ROCKET-derived 
features. While the improvement is less marked beyond 
the 5.5 radius, ROCKET-derived features still maintain a 
performance edge at some radii.

Fig. 5 Paired comparison of recall values for insecure participants: classic EEG features (blue dots) vs. ROCKET-derived features (red dots) across different 
attachment radii
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Discussion
In our study, we aimed to evaluate the effectiveness of 
two distinct datasets in predicting attachment styles, 
specifically ‘secure’ and ‘insecure,’ using EEG data. The 
first dataset comprised classic EEG features, while the 
second utilized features derived from the ROCKET [22, 
33] transformation algorithm. This approach contributes 
to the field of time series classification and sheds light on 
the impact of feature extraction methods in the context 
of EEG data analysis.

Comparative analysis
Our analysis revealed a notable preference for ROCKET-
derived features in classifying attachment styles, particu-
larly for distinguishing the ‘insecure’ attachment style. 
When utilizing classic EEG features, the True Positive 
Rate (TPR) was moderately effective. However, with 
the introduction of ROCKET-derived features, there 
was a significant increase in TPR, indicating a marked 
improvement in identifying individuals with ‘insecure’ 
attachment traits. This difference underscores the impor-
tance of feature extraction and transformation methods 
in dealing with complex EEG datasets.

The enhanced performance of ROCKET-derived fea-
tures is due to the algorithm’s specific design for pro-
cessing time series data, which is fundamental to EEG 
recordings. ROCKET’s capacity to identify patterns 
within the EEG data with its array of random convolu-
tional kernels was crucial. Meanwhile, models using 
classic EEG features can be effective, but they might 
encounter difficulties in handling the nuanced and time-
sensitive characteristics present in EEG data.

The Rattachment  metric
We introduced the Rattachment  metric to provide a 
nuanced understanding of attachment styles as a continu-
ous spectrum. When analyzed using classic EEG features, 
there was variability in predictive accuracy, particularly 
for individuals with milder attachment behaviors. How-
ever, with the introduction of ROCKET-derived features, 
there was a consistent high accuracy across a range of 
attachment radii, indicating its proficiency in identify-
ing individuals with pronounced insecure tendencies. 
This finding supports the use of advanced feature extrac-
tion methods like ROCKET in enhancing predictive per-
formance. Our study aligns with the discoveries of [34]. 
Their evaluation of various algorithms for multivariate 
time series classification (MTSC) on 26 equally sized 
problems from the UEA MTSC archive further elucidates 
the strengths of ROCKET [34]. found that ROCKET 
not only outperforms the robust benchmark of dynamic 
time warping (DTW) but also emerges as the preferred 
choice for MTSC problems due to its exceptional accu-
racy and remarkably swift training times. This concurs 

with our own observations regarding ROCKET’s adapt-
ability across various Rattachment  Radii values, showcasing 
its capacity to effectively capture intricate data patterns.

Research context and comparative insights
In our investigation, we explored the potential of 
ROCKET-derived features in EEG data analysis and 
compared their performance against a dataset utilizing 
45 classic features. This comparative approach under-
scores the significance of feature selection in EEG data 
analysis. Our findings resonate with the broader research 
landscape, which positions ROCKET as a potent tool 
in time series classification due to its ability to generate 
a diverse array of features efficiently [22, 33]. The versa-
tility of ROCKET, further augmented by extensions like 
MiniROCKET [35] and MultiROCKET [36], reaffirms its 
suitability for EEG data analysis. However, our study also 
emphasizes that the choice of features can significantly 
impact the model’s performance, a nuance that is often 
overlooked.

Contrasting findings in the field further highlight the 
complexity of EEG data analysis. For instance, [37] exam-
ined the multi-scale ROCKET approach and found a dis-
parity in performance when compared to a specialized 
multi-feature SVM model in detecting inter-bursts in 
preterm EEG. This echoes our observation that the effi-
cacy of a model can vary depending on the features used 
and the specific task at hand. Such nuances necessitate a 
tailored approach in algorithm and feature selection.

 [38] extended the discussion by comparing the per-
formance of unsupervised learning methods, includ-
ing ROCKET and XGBoost, for seizure identification in 
EEG data. Although both models demonstrated com-
mendable performance, the slight edge of ROCKET over 
XGBoost in some instances, and vice versa, underscores 
that no single model or feature set is universally superior. 
This finding aligns with our study, which showcases the 
importance of considering both advanced feature extrac-
tion methods and traditional features based on the spe-
cific dataset and task.

 [39] further illuminated the variability of model per-
formance based on dataset characteristics, revealing 
instances where classic tabular models outperformed 
advanced time series models like ROCKET. This insight 
is particularly relevant to our study, as it reinforces the 
notion that the characteristics of the dataset can signifi-
cantly influence the effectiveness of the chosen features 
and models.

In summary, while our study reinforces the efficacy 
of advanced feature extraction methods like ROCKET 
in EEG data analysis, the insights gathered from our 
comparative analysis and the broader research con-
text guide us in achieving a balance between embracing 



Page 9 of 12Mizrahi et al. BMC Psychology           (2024) 12:87 

state-of-the-art models and recognizing the potential of 
simpler approaches, depending on the task at hand.

Practical recommendations for EEG data analysis: 
balancing advanced and classic approaches
Our study validates the efficacy of advanced feature 
extraction methods like ROCKET in EEG data analysis, 
while also highlighting the potential of classic feature 
sets. Based on our comparative analysis and the broader 
research context, we propose the following practical 
recommendations:

1. Dataset-Specific Feature Selection: Conduct 
preliminary analysis to understand your EEG 
dataset’s unique characteristics, guiding the choice 
between advanced features like ROCKET-derived 
and classic ones.

2. Hybrid Feature Approach: For complex or 
heterogeneous datasets, consider combining 
classic and advanced features to achieve a more 
comprehensive data representation.

3. Model Flexibility: Test multiple models. Advanced 
models like XGBoost and ROCKET are powerful, 
but in some cases, simpler models may be more 
effective.

4. Performance Benchmarking: Use simpler models 
and features as benchmarks to evaluate the added 
value of more advanced methods.

5. Customized Feature Engineering: Analyse the 
specific attributes and anomalies present in your 
EEG data. Develop custom features that directly 
address these unique aspects, such as specific 
waveforms, frequency bands, or patterns linked 
to the condition under study. Employ domain 
knowledge and data exploration to create features 
that are finely tuned to the nuances of your dataset.

6. Cross-Dataset Validation: To ensure robustness 
and generalizability, validate your model and feature 
selection across different datasets whenever possible.

In light of our findings, coupled with the insights gleaned 
from the existing scientific literature, we recommend 
that researchers and practitioners critically evaluate their 
approach to EEG data analysis. While the ROCKET-
driven features stand out for their adaptability to the 
dynamic EEG data, classic features remain an invaluable 
resource due to their interpretability and longstanding 
use in the field. Depending on the study’s goals and the 
nature of the dataset, one might be favoured over the 
other.

Limitations and future studies
Our study provides insights into the use of machine 
learning for predicting attachment styles from EEG data, 

using two distinct datasets: one with 45-classic features 
and another with ROCKET-derived features. Despite the 
promising findings, it’s important to acknowledge several 
limitations and identify areas for further research:

1. Participant Demographics: Our sample primarily 
consisted of students, limiting the generalizability of 
our findings to a broader population. Moreover, the 
proportional allocation method used in participant 
selection resulted in lower representation of 
‘secure’ attachment styles, potentially impacting the 
applicability of our results.

2. Feature Extraction and Comparison: While we 
explored spectral, complexity, and temporal metrics 
from EEG data, there are numerous unexplored 
features. Future research should delve into additional 
metrics such as cross-frequency coupling or phase-
amplitude coupling to compare their predictive 
power across the two datasets.

3. Consideration of Feature Set Size: In evaluating 
the performance of ROCKET-driven features against 
classic features in our analysis, we acknowledge a 
notable difference in the number of features used—
87 for ROCKET and 45 for classic features. This 
discrepancy might raise concerns about the basis for 
comparison. However, it’s essential to consider the 
intrinsic nature of these feature sets. The ROCKET-
derived features, by design, generate a large number 
of features to capture the intricate dynamics of EEG 
data. In contrast, classic features are fewer but are 
selected based on their established relevance and 
interpretability in EEG analysis.

The comparison, therefore, is not solely based on the 
quantity of features but on their qualitative aspects and 
the predictive insights they offer. Our aim was to evaluate 
whether the additional complexity and volume of features 
generated by ROCKET translate into a correspondingly 
significant improvement in predictive performance. The 
analysis using XGBoost, a consistent algorithm for both 
sets, provided a common ground for this evaluation. 
While there is an inherent difference in the feature sets, 
the consistent methodology in their application and anal-
ysis offers a basis for comparison, allowing us to assess 
the trade-offs between feature complexity, quantity, and 
predictive efficacy. Future studies might consider stan-
dardizing the number of features or employing feature 
selection techniques to further refine this comparison.

4. Delta Frequency Resolution and Window 
Selection: The extraction of classical features from 
one-second EEG trials, including those related to the 
delta frequency band (1–4 Hz), may raise questions 
about the adequacy of the chosen time segment 
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for reliably estimating low-frequency components. 
However, it’s important to note that the one-second 
duration was selected to align with the minimum 
frequency resolution of the delta band (1 Hz) based 
on our sampling frequency of 512 Hz. This choice 
was made to ensure that our analysis accurately 
captured the characteristics of the delta frequency 
and is also in line with similar methodologies 
reported in the literature [40]. Furthermore, the 
one-second window reflects the activity immediately 
following the trigger of the feedback slide, which 
corresponds to success/failure feedback. While 
extending the window might provide additional data, 
it could potentially deviate from our specific focus 
on success/failure feedback, which is central to our 
EEG segment analysis. Future studies might explore 
extended window durations, assessing their impact 
on delta frequency estimation while considering 
the trade-off between temporal specificity and data 
comprehensiveness.

5. Addressing Feature Heterogeneity in EEG 
Classification: Our study’s use of XGBoost is 
supported by its demonstrated proficiency in 
handling feature heterogeneity. For example, it 
was shown that tree-based methods like XGBoost 
are effective for high-dimensional data, implicitly 
addressing heterogeneity by selecting the most 
relevant features for analysis [41]. Additionally, 
another study demonstrates XGBoost’s superior 
performance in environments with diverse data 
types, further validating its capability in managing 
heterogeneous datasets [42]. These studies affirm 
our rationale for employing XGBoost, highlighting 
its strength in feature selection and adaptability to 
varied data characteristics.

However, it is important to acknowledge potential limita-
tions and future research directions. there are potential 
areas for enhancement. Advanced feature selection as 
highlighted in research [43] could augment XGBoost’s 
capabilities. The former research introduces a hybrid 
feature selection method for EEG data that combines 
Maximum Information Coefficient (MIC) and Quantum 
Particle Swarm Optimization (QPSO). MIC is used for 
eliminating irrelevant and redundant features, effectively 
reducing the search space. QPSO is then employed to 
optimize the feature set in the second stage, aiming for 
an optimal feature subset with high classification accu-
racy and low computational complexity. These methods 
can streamline feature dimensionality while retaining 
crucial information, potentially boosting classification 
accuracy. integrating such methods with XGBoost could 
further enhance classification accuracy. Exploring these 
advanced techniques represents a promising direction for 

future research in EEG data analysis, especially in com-
plex neuroscientific and psychological contexts.

6. Research avenues for Improved comparison:

a. Exploring Diverse Features: Investigating how 
various features perform across the two datasets 
could provide deeper insights. Comparing the 
performance of complex network-based features 
(e.g., Degree Centrality, Clustering Coefficient) or 
physiological indicators like heart-rate variability in 
both datasets might reveal crucial differences in how 
these features correlate with the outcome or predict 
the trait of interest.

b. Temporal Analysis: Examining neural patterns over 
different time scales could reveal how attachment 
styles manifest differently across datasets. This 
extended temporal analysis could offer comparative 
insights into neural dynamics.

c. Data Diversity and Cross-Dataset Validation: It’s 
essential to evaluate the robustness of our findings 
across varied EEG datasets and populations. Such 
cross-dataset validation is crucial for real-world 
applications, necessitating further investigation.

Conclusion
In conclusion, our findings strongly highlight the effec-
tiveness of ROCKET-derived features, especially given 
the specialized design of the ROCKET algorithm for 
handling time series data intrinsic to EEG recordings. 
Its ability to discern patterns within the EEG data has 
proven to be a valuable asset in predicting secure and 
insecure attachment styles. On the other hand, the clas-
sic features also demonstrated a commendable capa-
bility in this prediction task. However, when choosing 
between these feature sets, researchers should take into 
account not only their respective strengths but also con-
siderations like complexity, interpretability, and the over-
arching aim of achieving optimal predictive accuracy. 
The dynamic nature of EEG data might lean towards the 
use of ROCKET in many scenarios, but the classic fea-
tures can offer interpretability and familiarity that some 
researchers may prioritize.
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