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Abstract 

Recently, there will be more than 4.62 billion social media users worldwide. A large number of users tend to publish 
personal emotional dynamics or express opinions on social media. These massive user data provide data support 
for the development of mental illness detection research and have achieved good results. However, it is difficult 
for current mental illness detection models to accurately identify key emotional features from a large number of posts 
issued by users to detect problem users. In view of the fact that the existing models cannot more accurately extract 
the words with high emotional contribution in the content of user posts, this paper proposes two hierarchical user 
post feature representation models, named Single-Gated LeakReLU-CNN (SGL-CNN) and Multi-Gated LeakyReLU-CNN 
(MGL-CNN). We leverage these 2 models to identify users with mental illness in online forums. For all posts pub-
lished by each user within a certain time span, the model proposed in this paper can identify key emotional features 
in them and filter out other unimportant information as much as possible. In addition, the addition of gating units 
in this paper can significantly improve the performance of emotion detection tasks. The experimental results based 
on the task of RSDD dataset prove that the performance of the model proposed in this paper is superior to that of 
the existing methods.
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Introduction
The development of the times and social changes have 
made social competition more and more fierce, making 
people face various pressures in life, study, emotion and 
employment. When faced with stress, people’s psycho-
logical state is prone to change, resulting in various psy-
chological abnormalities. If psychological abnormalities 
are not adjusted in time, it will cause serious emotional 

disorders. Depression is one of the typical and common 
mood disorders. Depression has received much atten-
tion in the field of mental health. According to available 
research, approximately 280 million people suffer from 
depression worldwide, and 5.0% of adults suffer from 
depression [1]. Among many mental illnesses, depression 
is the most common one, the second most common dis-
ease that plagues global public health problems, and the 
main cause of the total global disease burden. After the 
COVID-19 epidemic, the global burden of mental dis-
orders has become heavier. The cases of major depres-
sive disorder and anxiety disorder have increased by 
28% and 26% respectively, and the number of patients 
with depression has surged by 53 million, an increase of 
27.6% [2, 3]. According to the World Health Organiza-
tion, the global incidence of depression is about 11%, and 
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it is estimated that by 20,230, depression will become the 
main cause of disability worldwide [4]. Literature [5] con-
ducted a cross-sectional epidemiological survey on the 
prevalence of mental disorders at 157 monitoring points 
in 31 provinces in China. The results showed that in the 
past 30  years, the lifetime prevalence of depression in 
China was 6.8%, the prevalence rate during the year was 
3.6%. Suicidal ideation is one of the main symptoms in 
a depression diagnosis. About 2/3 of depressed patients 
have had suicidal ideation, and about 25% of depressed 
patients have had suicidal behavior. In China, 287,000 
people die by suicide every year, 63% of the suicides have 
mental disorders, and 40% suffer from depression [6]. 
Depression not only causes great harm to oneself, but 
also imposes a heavy economic burden on society. The 
direct and indirect economic losses caused by depression 
in China are as high as 80 billion dollars per year [7].

At present, most researches on the detection of men-
tal illness focus on depression. As social media continues 
to grow, more and more users suffering from mental ill-
ness are turning to online forums to express their men-
tal health concerns and seek help and treatment. For 
example, online support forums like Reddit have many 
self-reported depression patients, and they provide a lot 
of negative emotional information for scholars to study 
[8]. Traditional mental illness detection usually requires 
patients to seek help from a psychologist on their own 
initiative. However, considering that the development of 
mental health services in remote and underdeveloped 
areas is not perfect and the cost of diagnosis is relatively 
high, many people cannot get timely diagnosis and miss 
the best treatment period. Therefore, automatic diagnosis 
and identification of depressed patients based on human 
emotions has become the key to the prevention and 
treatment of depression.

With the gradual popularity of social media and the 
continuous development of computer technology, the 
number of users joining social networks is on the rise. 
More and more netizens are inclined to express their 
opinions and emotional dynamics in social media, and 
more and more personal posting information can be 
collected on the Internet. Social media has gradually 
become an important way for the public to share the 
latest emotional information and discuss hot spots of 
public opinion and an effective channel for obtaining 
information. On social media, mental health issues have 
gradually become a hot topic in the field of health com-
munication. How to dig out the potential medical value 
and useful information from these massive personal 
data, and at the same time devote enough attention and 
appropriate medical auxiliary treatment is a very chal-
lenging and socially significant research. The use of social 
media data for depression detection can maximize the 

convenience of big data, and can also more effectively 
identify some patients with potential mental illness prob-
lems. This group of people may not be diagnosed but still 
have a high risk of disease.

The reason why social media can attract a large num-
ber of users to use and express their true inner feelings 
is mainly reflected in two aspects. First, social media 
provides users with a relatively closed and safe environ-
ment. Due to the anonymity of social media, people 
are more willing to express their opinions in the online 
world. Because users can lose their defenses and burdens 
in an anonymous environment, the cost of speaking is 
significantly reduced. Second, due to the virtuality and 
invisibility of the Internet, users do not have to deliber-
ately maintain their real images, and can express their 
true inner feelings even more carelessly. Therefore, using 
specific sentiment analysis algorithms to process feature 
words with strong negative semantics posted by users on 
social media, users with potential psychological prob-
lems can be discovered as early as possible. This can help 
those potential patients to intervene in advance, so as to 
avoid the aggravation of psychological problems and the 
occurrence of inactive medical treatment [9]. In addition, 
personal language has a very important impact on the 
disclosure of mental illness [10]. During psychotherapy, 
doctors can make a diagnosis through the patient’s lan-
guage, so as to quickly diagnose mental diseases includ-
ing depression, anorexia, and autism. Therefore, it is very 
necessary to use language to explore deeper problems of 
mental health. As the main carrier of individual infor-
mation, social media is more worthy of researchers to 
explore and mine rich user language information, so as 
to better assist in the diagnosis of some potential mental 
illness patients.

The research in this paper is mainly based on a large 
amount of user data generated in social media. The main 
purpose is to accurately identify users with mental ill-
ness in a large amount of social media data. The main 
limitation of existing methods for mental illness detec-
tion is that some detection models are mostly based on 
machine learning algorithms, which require a lot of effort 
in feature engineering. However, the deep learning-based 
model does not pay much attention to the improvement 
and optimization of the model, and it is difficult to accu-
rately identify key emotional features from a large num-
ber of posts published by users to detect problem users. 
In addition, due to the long time span of users posting, 
existing models do not take into account the time cor-
relation and dependence between posts. These problems 
make the existing detection models still have a lot of 
room for improvement in terms of performance.

This paper adopts a layered structure to simulate 
the posting process of users, introduces the concept of 
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layering and gating weight into the field of mental dis-
ease detection, and proposes two layered neural network 
models for mental disease detection, named SGL-CNN 
respectively and MGL-CNN. User datasets from differ-
ent social media all contain a certain number of posts. 
For all posts published by each user within a certain time 
span, the two models proposed in this paper can be used 
to identify the real key emotional features contained in 
them, and suppress other unimportant feature informa-
tion as much as possible.

Related work
sentiment analysis method based on social media data
The general sentiment analysis flow chart is shown 
in Fig.  1. The method based on the sentiment lexicon 
regards the sentiment words as an important basis for 
judging the sentiment polarity of the text. A large amount 
of manual experience and rules are needed to summarize 
and give certain weights to commonly used emotional 
words when constructing an emotional dictionary. Its 
general process is: first of all, it is necessary to identify 
the emotional words that can express the emotional ten-
dency of the text, and a perfect emotional dictionary will 
be used here. Afterwards, the text is scored according to 
the corresponding algorithm to obtain its emotional ten-
dency value.

Sentiment dictionaries play a very important role in 
sentiment analysis tasks. Relying on a large number of 
emotional words in the sentiment lexicon to analyze text 
is the key to analyzing sentiment. Sentiment dictionar-
ies can usually be constructed manually [11], or through 
heuristic algorithms [12] or related algorithm construc-
tion for machine learning. The advantage of the method 
based on emotional lexicon is that it can manually collect 
professional field dictionaries and write more accurate 
and better quality emotional lexicons. The disadvantage 
is that it consumes a lot of labor.

The overall process based on the machine learning 
method is shown in Fig.  2. Traditional text-level senti-
ment analysis usually uses a combination of machine 
learning and feature engineering. Features are infor-
mation extracted from data that is useful for outcome 
prediction. Sentiment classification methods based on 
machine learning mostly use classical classification mod-
els such as support vector machines, naive Bayesian, and 
maximum entropy models. The performance of most 
of the classification models depends on the quality of 
the labeled data set, and obtaining high-quality labeled 
data requires a lot of labor costs. Pang [7] et al. studied 
the effectiveness of applying traditional machine learn-
ing models (maximum entropy model, naive Bayesian 
and support vector machines) to sentiment classification 

Fig. 1 Flow chart of text sentiment analysis based on sentiment lexicon
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problems and compared them with traditional topic 
models. Compared with the previous method, the 
method in [13] improves the accuracy rate by 10 per-
centage points. However, the method in [13] cannot 
express the structural features of documents, ignoring 
the semantic relationship between sentences. Secondly, 
the training and testing of the experiment are carried 
out on the same data set, and the trained model is highly 
dependent on the data set and does not have wide appli-
cability. Turney [14] et  al. extracted sentiment words 
from syntactic patterns, and trained machine learning 
models to identify the sentiment polarity of documents. 
Wang [15] et al. used n-grams of words as features, and 
chose Naive Bayes and Support Vector Machine (SVM) 
and its variants to implement sentiment analysis. In the 
paper, the authors propose a model variant of SVM using 
the log count ratio as the eigenvalue.

Traditional sentiment analysis methods mainly rely 
on the design of feature functions (feature engineering), 
while deep learning allows a trainable neural network 
structure to represent a higher-level feature, which can 
greatly simplify the process of feature engineering. The 
process of text sentiment analysis based on deep learning 
is shown in Fig. 3. Part of the text classification research 
of deep learning focuses on the research based on the 
word embedding model. The other part is building and 
optimizing neural networks or classifiers. Two represent-
ative network models are convolutional neural network 
and recurrent neural network based on long short-term 
memory (LTSM). The convolutional neural network aims 

to learn to extract the hierarchical structure of key text 
elements, which is simple and efficient and can achieve 
better accuracy. Kim [16] first applied the convolutional 
neural network to text classification, and proposed four 
related variant models to achieve pre-training and word 
embedding performance improvement. Gated Convolu-
tional Neural Networks [17] first introduced gated units 
into CNN language modeling. This model provides a 
linear path for the gradient while maintaining the non-
linear ability to reduce vanishing gradients. Yang [18] 

Fig. 2 Flow chart of text sentiment analysis based on machine learning

Fig. 3 Flow chart of text sentiment analysis based on deep learning
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et al. proposed a novel text classification model based on 
gating mechanism. The model generates a variety of gate 
weights through convolution kernels of different sizes to 
control how much important information in the text is 
retained. Although CNNs were originally used in com-
puter vision, they have been very successful in NLP tasks. 
Because they do not rely on time series, they are easily 
parallelized during training, saving training time consid-
erably. The disadvantage of CNN is that it cannot guaran-
tee the sequential characteristics of words and sentences. 
Long short-term memory neural network (LSTM) can 
effectively alleviate the problem of gradient explosion 
or gradient disappearance, and learn longer dependent 
information. Xu et al. [19] proposed CLSTM to capture 
emotional semantic information of longer sequences. 
It adds a caching mechanism to the LSTM, and divides 
the memory units of the hidden layer into several groups 
according to the different forgetting rates, so that the 
group with a high forgetting rate acts as a cache. Duyu 
Tang [20] used a neural network with a gate mechanism 
to model chapters. First, a convolutional neural network 
was used to model the chapters in a fine-grained man-
ner, and then a neural network with a gate mechanism 
was used. Zichao Yang et al. [21] proposed a hierarchical 
attention network for document classification. The model 
has a two-level attention mechanism, which is suitable 
for sentences and documents, and can selectively focus 
on information-rich words and sentences.

Mental illness detection method based on social media 
data
Self-expression and social support can help improve the 
mental health of people with mental illness. In addi-
tion, the language users use in social media can reveal 
their true inner thoughts. Natural language is related to 
human personality, psychological state and situational 
fluctuations. Therefore, how to identify the language style 
of individuals with a tendency to depression is particu-
larly important.

More and more depressed patients turn to online 
media resources (Twitter, Weibo, Reddit, etc.) to express 
their psychological problems and seek help [22]. Many 
users especially gravitate toward online web forums 
where they can choose to remain anonymous or remain 
a guest. Early detection of depression using social media 
data has become an effective means.

Sentiment analysis detection tasks related to mental 
health are similar to traditional sentiment analysis classi-
fication tasks, and some of these studies mainly use tradi-
tional machine learning methods. For example, Schwartz 
et al. used Facebook data to build a regression model to 
predict individual depression levels from multiple granu-
larities [23]. Thompson et al. constructed a mental illness 

detection model based on a random forest classifier and 
a bag-of-words model using patient clinical records and 
online social media data [24]. They used the model to 
examine suicide risk and mental health in service mem-
bers and veterans. Moreno et al. [25] used a large amount 
of data collected from Facebook to conduct learning and 
analysis of depression detection algorithms, and finally 
refer to the symptoms of depression patients to identify 
depressed users.

In addition to the good results achieved by machine 
learning in the exploration of depression detection, 
many deep learning methods have also achieved good 
results in text classification and sentiment analysis. These 
deep learning methods only rely on the content of the 
text itself, not on any other external features. Gui et  al. 
[26] proposed a novel collaborative multi-agent model 
to detect depressed groups in the Twitter dataset. The 
model includes a text feature extractor and image fea-
ture extractor. The text feature extractor employs a gated 
recurrent unit and a convolutional neural network to 
extract the sentiment features of the dataset. Yang et al. 
[27] built two effective target-related emotion classifica-
tion models using bidirectional long-term and short-
term neural networks. In addition to long-short-term 
neural networks and recurrent neural networks, convo-
lutional neural networks (CNNs) are also actively used in 
text classification in the medical field. A general depres-
sion detection model based on convolutional neural 
networks was proposed by Nemeth et al. They used it to 
combine users’ posts with user language, posting charac-
teristics to assess users’ depression and self-harm risks 
[28]. Subsequently, Cong et al. proposed a deep learning-
based method to solve the depression dataset RSDD with 
imbalanced positive and negative data volume [29]. Liang 
et  al. introduced an emotional feature extraction model 
based on graph convolutional neural network [30]. The 
model can selectively output sentiment features accord-
ing to a given aspect or entity.

Mental illness detection model based on gating weights 
and convolutional networks
This paper introduces two novel hierarchical mental ill-
ness detection models to identify mental illness patients 
in web forums, which are named MGL-CNN and SGL-
CNN. Since the user’s overall data consists of a list of 
posts, and each post is composed of a list of words, our 
model can be split into 2 parts. One part is the post fea-
ture representation layer, and the other part is the user’s 
overall activity representation layer. The basic principles 
of the two models proposed in this paper are as follows. 
The model first produces a continuous post feature rep-
resentation from the word representations in the post. 
The model then takes the post feature representation as 
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input to the second part to obtain the overall emotional 
state representation of the user. Finally, the model out-
puts the user’s overall emotional activity representation 
as a feature output for mental illness classification. The 
overall block diagram of the mental illness detection 
model described in this chapter is shown in Fig.  4. The 
two models of MGL-CNN and SGL-CNN have many 
similarities, and the difference is mainly in the number of 
gating units.

Previous natural language processing methods require 
more training time and computational overhead because 
most of them adopt long-short-term memory and atten-
tion mechanism models to predict emotional polarity. 
The model proposed in this paper can solve this problem 
well. First, we replace the idiomatic recurrent connec-
tions in recurrent networks with gated temporal convo-
lutions. Second, we use a special convolutional encoder 
to convolve the input and obtain gating weights indepen-
dently. The advantage of this is that patients with a ten-
dency to mental illness can be more accurately identified. 
Compared with previous methods, the method proposed 
in this paper has no time dependence, and can easily 
perform parallel operations in user documents, thereby 
improving computational efficiency.

In the model proposed in this paper, the structure 
of the user activity representation layer is the same as 
that of the post feature representation layer. The input 

of the model can be passed by the multi-layer convolu-
tional neural network of the gating unit, so that the lim-
ited context information can be fully utilized to obtain 
the key features of the post representation with maxi-
mum efficiency. Figure  5 depicts the specific details 
of the post feature representation layer of SGL-CNN. 
The post feature representation layer of MGL-CNN is 
shown in Fig. 6. It is worth noting that both SGL-CNN 
and MGL-CNN are composed of 2 convolutional lay-
ers and a global average pooling layer. The main dif-
ference between them is the number of gating weights 
generated. We briefly explain here, taking the post rep-
resentation layer in MGL-CNN as an example, its first 
convolutional layer first obtains the abstract feature 
map. The acquisition process of this feature map uses 
two convolution kernels of different sizes. Next, dif-
ferent gating weights are obtained by configuring the 
second convolutional layer of the gating unit. Then, the 
abstract feature map derived by the first convolutional 
layer is multiplied element-wise by the gating weights 
derived by the second convolutional layer to obtain the 
feature representation of the post.

For ease of understanding, we next mainly describe the 
process of extracting a feature from a filter. Each word 
is represented by a vector stored in the word embed-
ding matrix. We denote each post by a user as {w1, w2,…
,wi,…wn}.We let xiϵRd be the d-dimensional word vector 

Fig. 4 The overall block diagram of the mental illness detection model proposed in this paper
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corresponding to the i-th word in the post. A post vector 
consisting of n words can be formulated as follows:

The representation of a single post in the first convo-
lutional layer can be done by a CNN and multiple con-
volutional filters of different widths, for which we refer 
to [29]. The advantage of this is that convolution filters 
of different widths can be considered as feature extrac-
tors. In this way, multi-granularity local information can 
be obtained, such as N-Grams. As an example, a convo-
lutional filter of width 2 can actually capture the seman-
tics of Bi-Grams in user posts. Multiple feature maps can 
be obtained by multiple convolution filters of different 
sizes. In order to generate a new feature, we can apply 
a convolution kernel KϵRs with a stride of 1 and size s 
to a window of s words. We use Xi:i + s-1 to represent a 
concatenation of word vectors under a fixed window of s, 
through which we can generate a new abstract feature αi.

(1)X1:n = [x1, x2, . . . , xn]

(2)αi = (K ∗ Xi:i+s−1 + b)

where bϵR is a bias term, * represents a convolution 
operation, and f is an activation function. In this section, 
we use LeakyReLU. We apply it to posts, and we can gen-
erate a feature map A, which is expressed as follows:

where AϵR(n−s+1)×1. Then, each feature map produced 
by filters of different sizes is output to the second con-
volutional layer. The second convolution layer includes a 
convolution kernel and a gating unit. The goal of the sec-
ond convolutional layer is to derive differentiated gating 
weights to better extract feature information from the 
first convolutional layer. We make the convolution ker-
nel FϵRh×1, which is used to obtain the context feature A. 
The convolution kernel F acts on the feature al to obtain 
the gating weight.

(3)A = [α1,α2, . . . ,αn−s+1]

(4)

gl

f F ∗ A
l− b

2
:l+ b

2
−1

+ b (h is an even number)

f F ∗ A
l− b−1

2
:l+ b−1

2
+b

( h is an odd number)

Fig. 5 The specific block diagram of the post feature representation layer in the MGL-CNN model
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The gating weights generated by the convolution of 
the feature map A and the convolution kernel F can fur-
ther generate a gating weight matrix.

Assuming that the number of convolution kernels in 
the second convolutional layer is m, we can extract dif-
ferent gating weight matrices from the gating unit of 
MGL-CNN. Then, the output feature map O can be fur-
ther obtained through the gating weight matrix, which 
can be expressed as:

where ⊗ means that the elements between the matrices 
are multiplied.

The output O in the process of modeling from words 
to sentences is conditioned by gating weights G. These 
gating weights are similar to the attention weights 
learned in the attention mechanism, which can more 
accurately assign different importance to each word, 
which is conducive to improving the performance of 
the model. These gating weights are multiplied by the 
feature map A to control which information should be 
propagated through these layers.

(5)G =
⌊

g1, g2, . . . , gn−s+1

⌋

(6)O = A⊗G

To obtain the global information of a post, we feed the 
output of the second convolutional layer into a global 
average pooling layer, and concatenate all output fea-
tures to obtain the final representation of a single post. 
To compute a user’s overall psychologically acquired rep-
resentation, the preordered post representations are fed 
into the user activity representation layer. Subsequently, 
the user’s features are passed to a fully connected soft-
max layer whose output is a probability distribution over 
the labels. The loss function of this model uses the cross 
entropy loss function. Assuming that the target senti-
ment distribution of each document can be represented 
by pT, then the loss C value can be calculated as:

In formula (7), T represents the data used for training, 
and C represents the number of experimental categories.

Experimental results and analysis
This section mainly conducts experimental tests on the 
two mental disease detection models of MGL-CNN 
and SGL-CNN mentioned above to verify their effec-
tiveness and accuracy. This chapter mainly selects three 

(7)loss = −

∑

iǫT

∑

j=1

pTj (i) · log
(

pj(i)
)

Fig. 6 The specific block diagram of the post feature representation layer in the SGL-CNN model
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large-scale data sets about mental illness in social media. 
One is the Reddit Self-Reported Depression Diagnosis 
(RSDD) dataset, the other is the Early Detection Dataset 
of Depression (eRisk2017), and the third is the Anorexia 
Dataset (eRisk2018).

Experimental dataset
The latest large-scale depression detection dataset, the 
Reddi Self-Reported Depression Diagnosis (RSDD) 
dataset contains more than 9,000 users diagnosed with 
depression, and about 107,000 control users with healthy 
mental status. Non-depressed users were selected by 
matching candidate non-depressed users with diagnosed 
users. Data related to mental illness status in social media 
data usually has strong privacy and sensitivity. Therefore, 
the user’s personal data risks and privacy issues must 
be considered when obtaining data. The RSDD dataset 
used in this paper only includes Reddit posts that users 
actively publish.

The authority of this data set is mainly reflected in the 
user selection. The users marked as depressed mainly 
consist of the following two points. The first point is that 

the patient wrote some self-diagnosed depression sen-
tences many times in the post. Use these high-precision 
sensitive sentences to determine the diagnostic user 
group. The second is that some users who do not meet 
the data set construction rules will be excluded. These 
rules mainly include that the number of user posts is 
less than 100, and the number of depression-related 
characters mentioned in a single post does not exceed 
80. Table  1 lists the specific user statistics of the RSDD 
dataset.

The early detection data set of depression (eRisk2017) 
is mainly used to carry out the early risk detection task of 
depression. The relevant data statistics of this data set are 
shown in Table 2.

An early detection dataset for anorexia (eRisk2018) is 
similar to an early detection dataset for depression. It 
was mainly used for exploratory tasks on early risk detec-
tion of anorexia. The dataset has a small number of users, 
mainly consisting of 61 anorexia patients and 411 mental 
health users. Table 3 shows the statistics of the eRisk2018 
anorexia dataset training set and test set. Although there 
are not many users in this data set, each user has a long 
history of posting (the average number of posts per user 
exceeds 300, and the number of words contained in each 
post exceeds 20), so a single user The amount of data is 
huge.

Experimental evaluation method
The detection and analysis of mental health problems 
is essentially a text classification or multi-classifica-
tion problem, so this paper uses precision (Precision), 
recall (Recall), and comprehensive evaluation indicators 

Table 1 RSDD dataset user statistics

dataset diagnosed with 
depression

general user

training 3070 35,753

test 3070 35,775

validation 3070 35,746

Total number of data 9210 107,274

Table 2 eRisk2017 depression data user statistics

test validation

depressed user control user depressed user control user

User number 83 403 52 349

total number of posts 30,851 264,172 18,706 217,665

Average number of posts per user 371.7 655.5 359.7 623.7

Average number of words in a single post 27.6 21.3 26.9 22.5

Table 3 eRisk2018 anorexia dataset user statistics

test validation

anorexic user control user anorexic user control user

User number 20 132 41 279

total number of posts 7452 77,514 17,422 151,364

Average number of posts per user 372.6 587.2 798.9 670.6

Average number of words in a single post 41.2 20.9 35.7 20.9
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(F-Measure) to evaluate the results of emotional detec-
tion. The precision rate refers to the ratio of samples pre-
dicted as positive emotions (negative emotions) to real 
positive emotion samples in the results of emotion pre-
diction. The precision calculation formula is as follows:

Recall refers to the ratio of positive samples in a sample 
that are correctly estimated. There will also be two situ-
ations, one is to predict the positive emotional samples 
in the original sample as positive emotional samples. This 
is also called TP (True Positive). The other is to predict 
the positive emotional samples in the original sample as 
negative emotional samples. This is also called FP (False 
Negative). The formula for calculating the recall rate is as 
follows:

The value ranges of precision and recall are both in 
[0,1]. Generally speaking, the higher the precision and 
recall are required to judge the performance of the model 
in this paper, the better. However, in actual situations, 
there may be other contradictions between P and R indi-
cators, so F-Measure came into being as a comprehensive 
evaluation indicator for weighted balance adjustment of 
precision and recall. At this time, there will be two situ-
ations. The first one is to correctly predict the positive 
emotion sample (negative emotion) as the sample of the 
positive emotion sample (negative emotion). This is also 
called TP (True Positive). The other is to predict positive 
emotion samples (negative emotion) as negative emotion 
samples (positive emotion) samples. This is also called 
FP (False Positive). The comprehensive evaluation index 
(F-Measure) can be calculated as follows:

Experiment settings
The experiments in this paper use RSDD, eRisk2017 
and eRisk2018 datasets. The introduction of RSDD and 

(8)precision =
TP

TP + FP

(9)recall =
TP

TP + FN

(10)F =
2 x precision x recall

precision + recall

eRisk2017 dataset will not be repeated here. In particu-
lar, the training set of the eRisk2018 anorexia dataset 
contains 20 anorexic users and 132 control users, while 
the test set contains 41 anorexic users and 279 control 
users. Table 4 shows the statistics of the training dataset 
after word segmentation. The symbols that need to be 
marked are c, l, M and N. c represents the number of tar-
get categories, l represents the average length of posts, M 
represents the average number of posts by users, and N 
represents the size of the dataset. The size of the vocabu-
lary is represented by |V|.

Table 5 lists the values   of the hyperparameters used in 
the experiments in this chapter. This paper tries to gradu-
ally increase the maximum number of posts starting from 
400 posts, but the performance of the verification dataset 
has not been significantly improved. So, we finally chose 
400, 350, 350 as the maximum number of posts for the 3 
datasets.

Results and analysis
This sub-section mainly makes a comparative analysis of 
the final detection effect of the model proposed in this 
paper and the detection effect of the comparison model. 
Table 6 and Fig. 7 compare the performance of the 2 mod-
els proposed in this paper and other comparative models 
on the RSDD dataset. The results showed that the dif-
ference between the two models proposed in this paper 
and the reference model was statistically significant. We 
first compare with MNB and SVM classifiers using sparse 

Table 4 Statistics after preprocessing of the training set of the 
three data sets

dataset c l M N |V|

RSDD 2 148 969 38,823 966,881

eRisk2017 2 28 372 486 13,608

eRisk2018 2 41 373 152 17,400

Table 5 Hyperparameter settings

Dataset Max_m Max_n Embed_size lr Batch_size

RSDD 400 100 50 0.001 64

eRisk2017 350 30 100 0.001 64

eRisk2018 350 30 100 0.001 64

Table 6 Comparison of experimental results between the 
model proposed in this paper and the reference model on the 
RSDD dataset

Method precision recall F1

BoW-MNB 0.44 0.31 0.36

Feature-rich-MN 0.69 0.32 0.44

Feature-rich-SVM 0.71 0.31 0.44

User model-CNN 0.59 0.45 0.51

LSTM 0.50 0.39 0.44

Bi-LSTM 0.56 0.40 0.47

LSTM-attention 0.54 0.35 0.42

SGL-CNN 0.51 0.56 0.53

MGL-CNN 0.63 0.48 0.54
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and rich features. The results show that although MNB 
and SVM can achieve better results in accuracy, they 
perform poorly in terms of Recall and F1 indicators com-
pared with CNN and LSTM-based models. For example, 
Feature-rich-MN and Feature-rich-SVM can reach 0.69 
and 0.71 in terms of accuracy, but only 0.32 and 0.31 in 
Recall. In the mental disease detection task, if the Recall 
is higher, it means that more potential sick users can be 
detected, so as to avoid the problem of missed diagnosis. 
Therefore, for the special task of mental illness detection, 
more attention should be paid to Recall and F1.

Experimental results also show that the attention 
mechanism can help LSTM achieve good results in 
detection tasks. Compared with previous work, the 
proposed SCL-CNN model outperforms user-model-
CNN in both Recall and F1. Table 7 and Fig. 8 compare 
the experimental results of the model proposed in this 
paper and the reference model on the early depression 
detection dataset. The results show that the perfor-
mance of the model in this paper is close to the most 
advanced methods in terms of precision, recall and F1. 
Table 8 shows the experimental results of the proposed 
model and other state-of-the-art methods on the ano-
rexia detection dataset. From the data value of the ref-
erence model, it can be known that the method with 
the highest accuracy rate is UNSLD, which achieves 
an effect of 0.91. But its recall is the worst, only 0.71. 
Compared with other reference models, the MGL-CNN 

model proposed in this paper has more balanced results 
on the three indicators, among which the F1 value is the 
highest, reaching 0.85. Compared with FHDO-BCSGE, 
which has the best accuracy index in the reference 
model, the work in this paper has a lower precision and 
F1 value, but the recall rate is 2.4% higher. In addition, 
compared with FHDO-BCSGE, the recall rate of MGL-
CNN is also increased by 0.12%, and the F1 value is the 
same as it. The improvement of the recall rate means 
that more sick users can be detected in the anorexia 
detection task, which reduces the detection omission 
rate, and is more conducive to adjuvant treatment and 
providing help for more sick users.

Fig. 7 Comparison of graphical experimental results between the model proposed in this paper and the reference model on the eRisk2017 dataset

Table 7 Comparison of experimental results between the 
model proposed in this paper and the reference model on the 
eRisk2017 dataset

Method precision recall F1

UNSLA 0.48 0.79 0.59

FHDO-BCSGA 0.61 0.67 0.64

FHDO-BCSGB 0.69 0.46 0.55

GPLC 0.42 0.50 0.46

TVT-NB 0.42 0.73 0.54

TVT-RF 0.54 0.58 0.56

SGL-CNN 0.56 0.59 0.57

MGL-CNN 0.63 0.57 0.60
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Conclusion
With the continuous development of social media, 
there are now many studies on detection models for 
mental illnesses such as depression and anorexia. Men-
tal illness is a broad public health topic. It is related to 
everyone’s quality of life and family happiness index, 
as well as social and economic development and har-
mony. In the face of a large amount of user data, how 
to effectively mine the valuable content and implement 
the research on mental disease detection and improve 
its practicability is a big challenge. In this paper, two 
detection methods based on a hierarchical emotion 
detection model are proposed to identify patients with 

mental illness. Compared with the previous methods, 
the mental illness detection model proposed in this 
paper is more accurate and effective. The model pro-
posed in this paper can effectively represent the user’s 
overall emotional state by encoding the user’s posts. 
In the experimental part, we validate our model on 
the large-scale RSDD and esk2017 depression detec-
tion dataset, erisk2018 anorexia detection dataset. Its 
results show that our proposed model significantly out-
performs the existing best methods in terms of accu-
racy, recall and F1. In the future, we will try to conduct 
research on mental illness detection based on multi-
modal data. For example, we effectively integrate infor-
mation in three data formats: image, voice and text to 
better identify sick users.
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