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mean information can be discriminated, reported, and 
reproduced from multiple levels of stimuli, including 
lower-level features, such as orientation [3], spatial posi-
tion [4], and the size of circles [5, 6], as well as higher-
level objects such as facial expressions [7, 8]. Ensemble 
coding of facial expressions has been proven to be rather 
precise and flexible. Observers can extract the mean 
emotion (i.e., the average intensity of individual expres-
sions) from a large number of emotional faces presented 
for a short amount of time (e.g., 16 faces in 500 ms [8]), 
while they retained little information about the individ-
ual faces in the set [8, 9]. However, it is still unclear and 
debated how we extract summary statistics from multiple 
facial expressions. One remaining question is about the 

Introduction
The world is filled with a vast amount of information that 
contains many similar items, such as a flock of birds, a 
clump of trees, and a group of people. We can combine 
these items and extract the summary statistical informa-
tion (e.g., mean) from them, which is called ensemble 
coding [1, 2]. Previous studies have revealed that the 
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Abstract
Human observers can extract the mean emotion from multiple faces rapidly and precisely. However, whether 
attention is required in the ensemble coding of facial expressions remains debated. In this study, we examined 
the effect of attentional load on mean emotion processing with the dual-task paradigm. Individual emotion 
processing was also investigated as the control task. In the experiment, the letter string and a set of four happy or 
angry faces of various emotional intensities were shown. Participants had to complete the string task first, judging 
either the string color (low attention load) or the presence of the target letter (high attention load). Then a cue 
appeared indicating whether the secondary task was to evaluate the mean emotion of the faces or the emotion 
of the cued single face, and participants made their judgments on the visual analog scale. The results showed 
that compared with the color task, the letter task had a longer response time and lower accuracy, which verified 
the valid manipulation of the attention loads. More importantly, there was no significant difference in averaging 
performance between the low and high attention loads. By contrast, the individual face processing was impaired 
under the high attention load relative to the low attentional load. In addition, the advantage of extracting mean 
emotion over individual emotion was larger under the high attentional load. These results support the power of 
averaging and provide new evidence that a rather small amount of attention is needed in the ensemble coding of 
multiple facial expressions.
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role of attention in perceiving mean emotion from mul-
tiple facial expressions.

The findings that observers can extract mean emotion 
when limited viewing time is available [9], when multiple 
faces are crowded in the periphery [10], or when averag-
ing was not explicitly required [8, 11] provide indirect 
evidence for relative independence between ensemble 
perception and attention. Some studies, which more 
directly manipulated attention, have shown that when 
attention is directed away, ensemble coding of low-level 
features can still be established [4, 12, 13]. For instance, 
even though attention was mostly allocated to the tar-
gets during the multiple-object-tracking task, the per-
formance of identifying the mean location (centroid) 
of a few missing distractors at the end of each trial was 
well above chance [4]. Likewise, the ensemble struc-
ture of multiple Gabor patches in the background could 
be accurately perceived in the demanding tracking task 
[12]. The mean emotion of a set of faces could also be 
extracted when attention was maintained at a low level 
[14], emphasizing again a possible dissociation between 
this extraordinary visual ability and attention. Specifi-
cally, the performance of discriminating mean emotion 
from four target faces in the periphery was above chance 
and was comparable at an attended and unattended loca-
tion, using the spatial cueing paradigm [14].

On the other hand, some studies argued for the depen-
dence on attention in ensemble coding of multiple levels 
of stimuli [15–17]. For example, Jackson-Nielsen and 
colleagues [17] showed that participants were inatten-
tionally blind to summary statistics of color or size of let-
ters when attention was focused on recalling the letters. 
In addition, the performance of letter recall was worse 
in the dual-task condition where the color diversity or 
mean size of letters had to be reported concurrently rela-
tive to the single-task condition (letter recall only). Taken 
together, it was suggested that ensemble coding of color 
and size consumed some attentional resources [17; cf., 
13]. A similar cost of dual-task was found in the percep-
tual averaging of faces [15]. When the single task asked 
participants to evaluate the emotion of the post-cued 
face after seeing a pair of two faces within the same visual 
hemifield, the ratings were impacted by the other face, 
suggesting an implicit averaging of faces [18]. However, 
when both the emotion and orientation of faces had to 
be perceived in the dual-task, implicit emotion averaging 
did not occur anymore, which implied dependence on 
attention in ensemble coding [15].

One reason for the somewhat mixed results reported 
above might be that different levels of attentional loads 
were used in diverting attention away from the features 
or objects to be averaged. Similar debates occur in the 
processing of a single face [19, 20]. Some studies showed 
similar brain responses to the unattended and attended 

emotional faces [21, 22]; while some found that unat-
tended emotional expressions induced weaker or even 
eliminated responses in the brain relative to the attended 
ones [23–25]. Based on the load theory of attention [26, 
27], when emotional expressions are task-irrelevant, if 
attention is not sufficiently exhausted for the target task 
(i.e., low load), spare attentional resources would spill 
over to process the task-irrelevant (and also called unat-
tended) emotional expressions, and thus emotional effect 
could still be observed. By contrast, if the attentional load 
is high, few attentional resources would be available for 
the irrelevant processing, and the emotional effect would 
be largely diminished and even disappear. Similarly, when 
emotional expressions are task-relevant and are required 
to be extracted, an additional perceptual task that con-
sumes different levels of attentional resources might also 
result in different impacts on the emotional processing of 
faces.

In the current study, we directly manipulated the atten-
tional load in a dual-task and aimed to examine whether 
and how ensemble coding of multiple facial expressions 
would be impacted by the different levels of attentional 
load. Here, we used the term attentional load rather than 
perceptual load [26, 27], considering the physical stimuli 
we presented were the same but the processing demands 
were different [28–30]. Specifically, participants com-
pleted the mean emotion task and a concurrent color 
(low attentional load) or letter task (high attentional 
load) [31, 32]. Both sets of happy faces and angry faces 
with various emotional intensities were used, similarly 
as in [34–36], to explore the potential differences in the 
ensemble coding of positive versus negative facial expres-
sions. We also asked participants to do a single task 
where only the mean emotion judgment was required 
(no attentional load). It is to be noted that the low and 
high attentional load used here was relative and did not 
necessarily occupy the full range of attentional loads. 
We hypothesized that if ensemble perception of multiple 
facial expressions was not modulated by attentional load, 
it would suggest that emotion averaging requires a rather 
small amount of attention if any. If ensemble perception 
was systematically modulated by attentional load, that is 
to say, performance was the worst under high attentional 
load, and the best under no attentional load, it would sug-
gest that emotion averaging requires quite a large amount 
of attention. Whether there was any difference between 
averaging positive and negative faces, and whether it 
would be modulated by attentional load was exploratory 
in the current study, and we did not have specific hypoth-
eses since it has not been directly tested and the limited 
related studies have not been conclusive so far [33–37].

Apart from the mean emotion task, we additionally 
had an individual emotion task as control, to exam-
ine whether ensemble perception of multiple facial 
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expressions would be differently impacted by attentional 
load (if any) compared to emotional processing of indi-
vidual faces. Considering the previously demonstrated 
“power of averaging”, namely ensemble coding can be 
more precise than individual coding due to the cancella-
tion of random errors in individual measurements when 
averaged [1, 14, 38], we hypothesized that attentional 
load would have a smaller effect on mean emotion pro-
cessing than individual emotion processing.

Method
Participant
Twenty-five healthy students from Guangzhou Univer-
sity participated in this study, and one had to be excluded 
due to low accuracy (at chance level). The sample size of 
24 was determined prior, targeting the interaction effect 
between attentional load (high, low) and task type (mean, 
individual) in the ANOVA for the performance of emo-
tion judgments. The power analysis was based on the 
effect size reported in a previous study with a similar 
design [14] (examining the interaction between levels 
of attention and type of tasks, η2p  = 0.16), with α = 0.05, 
power (1-β) = 0.95 and the number of measurements = 
4, using G*Power 3.1.9.7. The correlation among repeated 
measures (0.5) and the epsilon for sphericity correction 
(1) was set to be the default. This analysis estimated a 
sample size of 13 participants, and we decided to enlarge 
our sample size to ensure sufficient randomization of 
block orders. All participants (19–25 years, age: M = 
21 years, SD = 1.8; 16 females) were right-handed, had 

normal or corrected-to-normal vision, and reported no 
problem with color blindness or color weakness. After 
obtaining informed written consent, participants com-
pleted the experiment and were paid 30 RMB or one 
credit per hour. The research was carried out under the 
Declaration of Helsinki and was approved by the ethics 
committee of Guangzhou University. All participants 
were naive to the purpose of the experiment.

Stimuli
Four young faces, two males (Y46M, Y55M) and two 
females (Y14F, Y17F) were selected from the Tsinghua 
Facial Expression Database [39]. Each face identity dis-
played angry, neutral, and happy (smiling with a closed 
mouth) expressions. The hair, ears, neck, and other exter-
nal information were cropped, and face contours were 
preserved. All images were converted to greyscale and 
scaled to the same level of brightness and contrast. Each 
face image was displayed on a homogenous black back-
ground with a viewing angle of 3.13°×3.13°.

The face images were generated by morphing using 
FantaMorph 5 (San Diego, CA). The morphing was car-
ried out from the angriest face (Face 1) to the neutral 
face (Face 50), and from the neutral face (Face 50) to the 
happiest face (Face 99), for each face identity separately 
(Fig. 1). The difference in the emotional intensity of adja-
cent faces was one emotion unit (e.g., Face 1 is angrier 
than Face 2, and Face 99 is happier than Face 98). The 
greater the difference in emotional intensity between 
any two faces of the same identity, the easier it was to 

Fig. 1 An example of face stimuli used in the study. For each of the four identities, the faces were morphed from the angriest (Face 1) to the neutral face 
(Face 50), and from the neutral face (Face 50) to the happiest face (Face 99)

 



Page 4 of 14Liu and Ji BMC Psychology          (2024) 12:102 

distinguish them. A previous study confirmed that emo-
tional units were correlated with the mean emotional 
judgments of faces [34].

Each face set had four faces of the same identity, all 
showing angry or happy expressions with various intensi-
ties. The ranges of the mean emotion units were 21–30 
and 70–79 for the angry and happy face sets, respec-
tively. For each trial, the face identity and mean emotion 
of the set were determined at random within the range, 
and four unique faces were chosen around the selected 
mean, with 12 emotion units between two adjacent faces 
(i.e., mean ± 18, mean ± 6). For example, if the mean emo-
tion was 20, then the emotional units of the four faces in 
the set would be 2, 14, 26, and 38. The mean emotion was 
never present in the set. The four faces were located ran-
domly in an invisible 2 × 2 matrix (6.26°×7.82°) in the cen-
ter of the screen.

The string was composed of six uppercase English let-
ters, of which one contained X and was combined with 
K, M, N, Z, and W; the other did not contain X and was 
composed of H, K, M, N, Z, W. The order of the six let-
ters in the strings was generated randomly in advance 
by a custom Python script, and a string was randomly 
selected from them in each trial. The two kinds of strings 
were both colored in two ways: one with all letters in red 
(R = 255, G = 0, B = 0), and another with all letters in blue 
(R = 0, G = 0, B = 255). The string stimulus was presented 
in the center of the screen at a visual angle of approxi-
mately 6°×1°.

Apparatus and procedure
Participants sat at an approximate viewing distance of 
60 cm in front of the monitor. The monitor was an ASUS 
PG279Q 27’’ IPS with a resolution of 1280 × 1024 pixels 
and a refresh rate of 100  Hz. The experiment was pro-
grammed in PsychoPy 2022.1.3. The main experiment 
lasted about 45  min, and participants had to use the 
mouse to complete the dual task including judgments 
about the strings and the facial emotions. At the begin-
ning of each block, participants were told whether they 
would be asked to judge the letter in the string or the 
color of the string, and whether to estimate the mean 
emotion or the individual emotion. The importance 
of the string task was emphasized, which was aimed to 
direct attention away from the emotion task as much as 
possible. Only during the practice stage was feedback 
provided. Participants were encouraged to rely on their 
first impression and not to think extensively about emo-
tional judgments [34].

The trial began with a fixation cross at the center of 
the screen for 500 ms. Then the string and the face set 
were shown for 500 ms at the same time. The string was 
located at the center of the screen, with four faces sur-
rounding it. Participants were required to discriminate 

the color (low attentional load) or whether there was an 
X in the string (high attentional load). After the stimuli 
vanished, a blank screen was shown for 900 ms (Fig. 2). 
Participants could respond to the string when the stimuli 
were present or during the blank screen, by pressing the 
left or the right button on the mouse. The correspond-
ing correct buttons (left = “X present”, right = “X absent” 
in the string task; left = “red”, right = “blue” in the color 
task; or vice versa) were counterbalanced across partici-
pants. The maximum time window for the string judg-
ment was thus 1400 ms. It was based on our pilot study 
where an independent group of 16 participants did the 
string task only and the response time exceeding 1400 ms 
was considered as an outlier (mean + 3 SD). The presenta-
tion time for the blank screen was fixed, namely, it did 
not disappear when participants responded. It was aimed 
to keep the interval the same between the presentation 
of face stimuli and the following emotional judgments in 
each condition.

After the first blank screen, another blank screen was 
shown for 200 ms which could provide a buffer for the 
cue that appeared next. The cue was presented at the 
center of the screen for 300 ms. In the mean emotion 
task, the cue consisted of four arrows pointing to the 
locations where the four faces appeared. In the individual 
emotion task, the cue was an arrow pointing randomly 
to one of the four locations (Fig. 2). Participants had to 
rate the mean emotion intensity of the four faces in the 
set (mean emotion task) or the emotion intensity of the 
cued single face (individual emotion task) by clicking 
the mouse on the visual analog scale (VAS). The anchors 
were labeled Extremely Negative and Extremely Positive, 
and the middle point was Neutral. The labels were coun-
terbalanced across participants. The speed of response 
was not emphasized. The next trial started automati-
cally 1000 ms-1500 ms after participants gave a response 
on the VAS. The two levels of attentional loads and two 
types of emotion tasks were blocked, and the order of 
the four blocks was counterbalanced across participants. 
There were 80 trials in each block. Within each block, the 
sets containing happy or angry faces with various inten-
sities were also blocked. Participants were explicitly told 
what kinds of emotions the faces would convey at the 
start of each block and they needed to judge the mean/
individual emotion from extremely negative to neutral 
for angry faces (half the scale) and from extremely posi-
tive to neutral for happy faces (half the scale). Blocking 
the two emotional sets was aimed at making participants 
focus on evaluating the emotion intensities rather than 
emotional valences. Before the main experiment, partici-
pants were shown the happiest, the angriest, and the neu-
tral expression of each face identity which they could use 
as a reference when judging emotions on the VAS [34].
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After the main experiment, we asked participants to 
do the mean emotion task without the concurrent string 
task (i.e., no attentional load), which was aimed at serving 
as a baseline. Participants were required to rate the mean 
emotion intensity of the face sets shown in the main 
experiment. At first, there was a fixation for 500 ms, then 
the face set presented at the same location in the main 
experiment for 500 ms. Participants rated the mean emo-
tion intensity of the face set by clicking the mouse on the 
VAS after it vanished. The next trial started automatically 
1000 ms-1500 ms after participants gave a response on 
VAS. The post-test lasted about 10 min.

Data analysis
Data Conversion
The actual positions where participants clicked on the 
VAS in the mean emotion task or the individual emotion 
task were converted to data ranging from 1 to 50, and so 
were the emotional units of the series of morphed face 
stimuli. For the angry faces, the original units (1: angri-
est, 50: neutral) were subtracted from 51, and for the 
happy faces, the original units (50: neutral, 99: happiest) 
decreased by 49. After conversion, the more neutral the 
participants perceived the faces, the lower the value, and 
the more emotional (either positive or negative) the par-
ticipants perceived, the higher the value.

We calculated the absolute difference scores as the per-
formance index of emotion judgments. The scores were 
computed by subtracting the converted rating data on 
the VAS from the arithmetic mean emotion units of the 
face set in the mean task, and from the emotion unit of 
the cued single face in the individual task. The larger the 
absolute difference scores, the worse the performance of 
emotion judgments. To estimate the potential response 

biases, we also computed the signed difference scores 
between participants’ responses and the objective mean/
individual emotion units. For both emotions, positive dif-
ference scores indicated overestimation for the emotion 
intensities, and negative ones indicated underestimation.

Data trimming
In the string task, response time exceeding ± 3 SDs of the 
mean RT for each participant and each condition were 
excluded (1%) when analyzing accuracy. No responses 
(1%) and incorrect responses (7%) were additionally 
removed when analyzing the reaction time for the correct 
responses. All these trials implied that attention might 
not be sufficiently allocated to the string task which 
could unexpectedly influence the concurrent emotion 
task and therefore were also removed when analyzing the 
emotion judgments. The data trimming procedure was 
determined and conducted before running formal data 
analyses.

Data Analysis
To verify whether the manipulation of the attentional 
load was effective, accuracy and RTs for the correct 
responses in the string task were first analyzed using a 
two-way repeated-measure ANOVA. The two within-
subject factors were attentional load (low, high) and task 
type (mean emotion, individual emotion).

To examine the effect of attentional load on the per-
formance of mean and individual emotional processing 
(i.e., absolute difference scores), we then conducted a 
repeated-measures ANOVA with attentional load (low, 
high) and task type (mean emotion, individual emo-
tion) as within-subject factors, and an additional within-
subject factor was emotional valence (angry, happy). To 

Fig. 2 The procedure of the dual task. After fixation, a letter string and four faces were presented at the same time. Participants were required to discrimi-
nate the color of the string (low attentional load) or whether there was an X in the string (high attentional load) during the presentation of the stimuli 
or at the response screen. Then, a blank screen was shown, followed by a cue indicating the four faces or the single face to be judged. Next, participants 
estimated to (mean) emotion of the cued face(s) on the VAS. The next trial began (randomly varying between) 1000 ms– 1500 ms after participants 
responded
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further investigate the role of attention load in ensemble 
coding of multiple facial expressions, the averaging per-
formance in the baseline condition where no string task 
was required (i.e., no-load condition) was compared to 
that in the low-load and high-load conditions, with atten-
tional load (no load, low load, high load) and emotional 
valence (angry, happy) as two factors in the ANOVA. A 
Greenhouse-Geisser correction was used when assump-
tions of sphericity were violated, and the uncorrected 
degrees of freedom were reported. Bonferroni correc-
tions were used when multiple comparisons were per-
formed. A similar ANOVA with attentional load, task 
type, and emotional valences as factors was conducted 
on the signed difference scores to explore the response 
biases.

In addition, to compare performance in the mean and 
individual emotion tasks to chance level, nonparametric 
bootstrap tests were used separately for the two emo-
tion tasks and the two load conditions. Similar to what 
was done in [40], a null distribution generated by random 
guessing to determine the chance level was constructed 
by randomly shuffling the mapping between the mean 
of face sets (mean task) or the emotion of the cued face 
(individual task) and participants’ actual ratings, and 
then recalculating the absolute difference scores 1000 
times with replacement. The p-value was computed as 
the probability of the mean error (i.e., absolute difference 
score) of each of the 1000 permutations being lower than 
that of the observed ones. If the p-value was below 0.05, 
it was assumed that the observed performance was sig-
nificantly above the chance level.

Furthermore, the ability to extract mean emotion from 
multiple facial expressions and to process emotions indi-
vidually was examined by assessing whether participants’ 
emotion ratings varied with the mean emotion units of 
each face set and with the individual emotion units of 
each target face using multilevel analyses for the mean 
task and the individual task, respectively. Random inter-
cepts and random slopes of mean/individual emotion 
units for each participant were included with the nlme R 
package [41]. Similar as in [34], the null model with no 
fixed effects was first set up, and then the fixed effects 
of mean/individual emotion units, attentional load, and 
emotional valence were added to the model successively, 
and the interaction between mean/individual emotion 
units and attentional load, and between mean/individual 
emotion units and emotional valence were added finally. 
Whether the added component contributed to the mean/
individual emotion ratings was tested by comparing each 
model to the previous model with the likelihood ratio 
tests. The coefficients of the final model with the smallest 
AIC [42] which was assumed to have the best goodness 
of fit were reported.

Result
String judgments
Two-way repeated-measures ANOVA was used to com-
pare accuracy in the string task under two attentional 
loads (low, high) and two task types (mean task, individ-
ual task). The main effect of the attentional load was sig-
nificant, F(1, 23) = 17.73, p <.001, η2p= 0.44. The accuracy 
of string judgments was significantly higher when the 
attentional load was low (M = 0.94, SD = 0.04) relative to 
high (M = 0.89, SD = 0.05) (Fig. 3A). The main effect of the 
task type was not significant, F(1, 23) <1, p =.351, η2p  = 
0.04, nor was the interaction between attention load and 
task type, F(1, 23) <1, p =.465, η2p  = 0.02.

A similar ANOVA was conducted on correct RTs of the 
string judgments. Results revealed that there was a sig-
nificant main effect of attentional load, F(1, 23) = 96.85, 
p <.001, η2p= 0.81. The response time in the high-load 
condition (M = 0.74, SD = 0.09) was significantly slower 
than that in the low-load condition (M = 0.55, SD = 0.11) 
(Fig. 3B). There was also a main effect of task type, F(1, 
23) = 9.73, p =.005, η2p= 0.30, and an interaction between 
attentional load and task type, F(1, 23) = 4.30, p =.049, η2p  
= 0.16. Under the low attentional load, the response time 
of string judgments was slower when the concurrent task 
was the individual emotion task (M = 0.58, SD = 0.13) 
relative to the mean emotion task (M = 0.52, SD = 0.09); 
while under the high attentional load, the response time 
did not differ significantly between the mean (M = 0.73, 
SD = 0.09) and the individual tasks (M = 0.75, SD = 0.09).

Mean and individual emotion judgments
The ANOVA on absolute difference scores revealed 
that there was no three-way interaction between atten-
tional load, task type, and emotional valence, F(1, 23) < 1, 
p =.556, η2p  = 0.02. The main effect of task type was signifi-
cant, F(1, 23) = 94.75, p <.001, η2p  = 0.81, suggesting a gen-
eral advantage of extracting mean emotion from multiple 
faces (M = 9.42, SD = 2.33) over extracting emotion from 
individual faces (M = 13.44, SD = 1.45). The main effect 
of attentional load was not significant, F(1, 23) = 1.24, p 
=.276, η2p  = 0.05, but importantly there was a significant 
interaction between attentional load and task type, F(1, 
23) = 6.22, p =.020, η2p  = 0.21. Simple main effects analy-
sis showed that the performance of mean emotion judg-
ments did not differ between the high-load condition 
(M = 9.37, SD = 2.73) and the low-load condition (M = 
9.47, SD = 2.31), p =.744, Cohen’s d = 0.04. By contrast, 
the performance of individual emotion judgments was 
significantly worse under the high attentional load (M = 
13.91, SD = 1.96) than under the low attentional load (M 
= 12.98, SD = 1.67), p =.049, Cohen’s d = 0.32. In addi-
tion, in both the high attentional load and low attentional 
load conditions, performances in the mean emotion task 
were better than those in the individual emotion task, ps 



Page 7 of 14Liu and Ji BMC Psychology          (2024) 12:102 

< 0.001. Moreover, compared to the low attentional load 
condition, the advantage of mean emotion judgments 
over individual emotion judgments was larger when 
the attentional load was high, p =.023, Cohen’s d = 0.50 
(Fig. 4).

The main effect of emotional valence was also signifi-
cant, F(1, 23) = 19.24, p <.001, η2p  = 0.46. Participants’ per-
formance was better in judging emotions from happy 
faces (M = 10.84, SD = 1.54) than from angry faces (M 
= 12.07, SD = 2.00). The interaction between emotional 

valence and task type was not significant, F(1, 23) <1, p 
=.363, η2p  = 0.04, nor was the interaction between emo-
tional valence and attentional load, F(1, 23) = 1.75, p 
=.199, η2p  = 0.07.

Notably, the lack of difference in the averaging perfor-
mance between the low-load and high-load conditions 
was not due to performance at the chance level. The per-
mutation analysis showed that the performance of mean 
emotion judgments was significantly above the chance 
level (27.25, mean of permuted distribution) in both the 

Fig. 4 Results of the absolute difference scores in the mean emotion task and the individual emotion task under the low and high attentional loads. Each 
dot represents the data of each participant. Violin plots and box plots in each condition were shown beside the data points. The bold line connects the 
mean values in the low and the high attentional load conditions for two emotion tasks, respectively

 

Fig. 3 Results of (A) accuracy and (B) response time for the correct responses in the string task. The accuracy was lower and response time was slower in 
the high attentional load than in the low attentional load condition
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low and high attentional load conditions, ps < 0.001. The 
performance of individual emotion judgments was also 
above the chance level (30.28, mean of permuted distri-
bution) under both attentional loads, ps < 0.001.

The multilevel analyses further confirmed that partici-
pants could indeed extract mean emotion from multiple 
facial expressions and to process face emotions indi-
vidually. In the mean emotion task, there was a signifi-
cant effect of mean emotion units, χ2 (6) = 19.45, p <.001. 
Adding the fixed effect of attentional load did not fur-
ther improve the model, χ2 (7) = 1.33, p =.250, but adding 
the fixed effect of emotional valence did, χ2 (8) = 63.43, 
p <.001. None of the interactions contributed to the mean 
emotion judgments, ps > 0.360. Thus, the final model 
included only the fixed effect of mean emotion units and 
emotional valence. Mean emotion units positively pre-
dicted participants’ mean emotion judgments, b = 0.28, 
SE = 0.05, t(3433) = 5.20, p <.001. When faces in the set 
showed stronger mean emotions, the participants judged 
the mean emotion to be stronger (i.e., more positive or 
more negative in separate emotion blocks). In addition, 
happy faces (M = 22.71, SE = 0.91) were generally per-
ceived as stronger than angry faces (M = 20.22, SE = 0.91) 
(Fig. 5A).

In the individual emotion task, individual emotion 
units of the target face also predicted participants’ emo-
tion judgments significantly, χ2 (6) = 30.39, p <.001. There 
were also effects of attentional load, χ2 (7) = 5.39, p =.020, 
and emotional valence, χ2 (8) = 22.54, p <.001. Adding the 
interaction between individual emotion units and atten-
tional load further improved the model, χ2 (9) = 13.75, 

p <.001, but the interaction between individual emo-
tion units and emotional valence did not, χ2 (10) = 1.23, 
p =.267. When the target face expressed stronger emo-
tion, the participants judged the face to be emotionally 
stronger. Interestingly, the positive relationship between 
individual emotion units and emotion judgments was 
steeper under low attentional load (b = 0.19, SE = 0.02, 
t(1756) = 8.79, p <.001), relative to high attentional load 
(b = 0.09, SE = 0.02, t(1696) = 4.56, p <.001) (Fig.  5B). The 
individual emotion judgments were generally stronger 
when the attentional load was low (M = 22.73, SE = 0.80) 
than high (M = 21.89, SE = 0.80). Similar to the mean 
emotion judgments, when the individual face showed a 
happy expression (M = 23.16, SE = 0.80), it was perceived 
as stronger than showing an angry expression (M = 21.46, 
SE = 0.80).

Last but not least, we compared the averaging perfor-
mance among the no-load condition where no concur-
rent task was required, the low-attentional load, and the 
high-attentional load conditions. The results showed that 
there was no significant main effect of attentional load, 
F(1, 23) < 1, p =.874, η2p  < 0.01. To be more specific, the 
performance of evaluating the mean emotion from mul-
tiple facial expressions in the dual task did not differ from 
that in the single task (M = 9.31, SD = 2.35). The main 
effect of emotional valence was again significant, F(1, 
23) = 15.10, p <.001, η2p  = 0.40, and there was no signifi-
cant interaction between attentional load and emotional 
valence, F(1, 23) = 1.74, p =.190, η2p  = 0.70.

Fig. 5 Average emotion judgments (means) in the mean emotion task (A) and individual emotion task (B), shown separately for each mean/target 
individual emotion unit, the two emotions and two attentional loads, collapsed across participants. The larger the judgment, the stronger emotion inten-
sity (either happier or angrier) participants perceived the faces; the smaller the judgment, the weaker emotion (more neutral) participants judged. The 
regression lines in the graph were fitted for the aggregated average emotion judgments for each emotion and load condition, for illustration purposes
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Signed difference scores
The ANOVA on signed difference scores showed a sig-
nificant main effect of emotional valence, F(1, 23) = 19.03, 
p <.001, η2p  = 0.45. The signed difference scores were 
smaller for the angry faces (M = -4.94, SD = 3.59) than 
for the happy faces (M = -2.23, SD = 3.99), and both were 
significantly smaller than zero, t(23) = -6.74, p <.001, 
Cohen’s d = 1.37, t(23) = -2.74, p =.012, Cohen’s d = 0.56. 
The signed difference scores were computed by subtract-
ing the emotional units of the faces from participants’ 
emotional judgments, and negative ones suggested that 
participants tended to judge the faces to be weaker than 
their actual emotional units. The main effects of atten-
tional load or task type, or any interactions between the 
factors were not significant, ps > 0.196.

Discussion
The current study investigated whether and how atten-
tional load impacts ensemble and individual coding of 
multiple facial expressions. The results showed that the 
performance of estimating mean emotion did not differ 
between the low attentional load and the high attentional 
load condition, suggesting that ensemble coding of mul-
tiple facial expressions requires a rather small amount 
of attention if any. By contrast, estimating emotion from 
an individual face was impaired under high attentional 
load relative to low attentional load, implying that indi-
vidual coding and ensemble coding of facial expressions 
are differentially affected by the availability of attentional 
resources. In addition, we found that there were smaller 
errors (i.e., better performance) in evaluating happy over 
angry faces, regardless of attentional load.

Effective manipulation of attentional load
Lavie and colleagues [26, 27] originally manipulated per-
ceptual load by either changing the number of items for 
the same task or the same number of items, modifying 
the processing demand of the perceptual task. The lat-
ter type of manipulation is also commonly referred to 
as attentional load [28–30, 41], which was applied in the 
current study. We manipulated attentional load by asking 
participants to discriminate the color of the string or to 
detect the target letter in the string [31, 32], concurrently 
with an emotional judgment task. The stimuli were physi-
cally identical in the two string judgment tasks, but the 
task demands were different [29, 30]. Relative to the color 
task, the letter task was assumed to be more difficult and 
consume more attentional resources and thus served as 
the relatively higher attentional load condition. Similar 
to the previous studies using the dual-task design [4, 12], 
the accuracy of the string judgments was emphasized. 
We found that the accuracy of both kinds of string judg-
ments was quite high, but accuracy was relatively lower 
and reaction time was longer in the letter task (high 

attentional load) than in the color task (low attentional 
load). The results confirmed an effective manipulation of 
attentional load. The attentional resources that could be 
spilled over to processing emotional expressions would 
be less (if any) under the high attentional load condition, 
compared to the low attentional load condition [26].

Previous studies have used various ways to manipulate 
attentional load either directly or indirectly [43], result-
ing in different levels of attentional resources that could 
be used to process the stimuli-of-interest. For example, 
pre-cueing certain locations or certain features of objects 
to be averaged provided full or most attention on them, 
while post-cue imposed divided attention across multiple 
locations or features which thus suffered from reduced 
attention [6, 15, 16, 44]. The dual-task design followed 
a similar logic where the concurrent primary task taxed 
the limited attention capacity and less attention could 
be used to do the secondary task (task-of-interest) com-
pared to the single task without the concurrent task [45, 
46]. Task relevance was also used to manipulate attention 
where (almost) all attention was focused on the relevant 
task and limited attention was available for the irrelevant 
task [17]. Different manipulations for attention might 
supply various levels of resources for the stimuli-of-inter-
est, and may lead to different findings regarding the role 
of attention in ensemble coding, which we will discuss 
more as follows.

Ensemble coding of facial expressions under low and high 
attentional load
In the current study, we found that averaging per-
formance indicated by the absolute difference scores 
between participants’ estimates and the objective emo-
tion units of the face sets [34] did not differ significantly 
between the low and high attentional load conditions. 
Importantly, the lack of load effect was not due to floor 
performance, since the observed performance was sig-
nificantly above the chance level. Further evidence of the 
ability to perceive mean emotion was found in the mul-
tilevel analysis, which revealed a positive relationship 
between participants’ judgments and the mean emotion 
units of the facial expressions. Interestingly, consistent 
with the results of the absolute difference scores, the 
positive relationship was not significantly modulated 
by attentional loads, although some trend of differ-
ence between low and high load conditions seemed to 
emerge as seen in Fig. 5. Moreover, we also had a single 
task (no-load) as a baseline where only mean emotion 
was required to be extracted without the string task. To 
be noted, the face stimuli were immediately followed by 
the response screen in the single task, and the shortened 
interval between them relative to the dual task might 
make the single task much easier. Strikingly, the perfor-
mance of mean emotion judgments under no load did 
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not differ between either the low-load or the high-load 
conditions. The results imply that only a small amount 
of attention if any is required in the ensemble coding of 
multiple facial expressions.

The current results were consistent with our previous 
study and several other studies which showed that sum-
mary statistics could be extracted with minimal attention 
[4, 6, 12, 14]. For example, attention to the faces in the 
invalidly cued location was less than those in the validly 
cued location, yet the ability to discriminate the mean 
emotion from them was similar, suggesting that mean 
emotion could be perceived when spatial attention is 
limited [14]. The patients with unilateral spatial neglect 
whose attention could not be attracted to the stimuli 
in the contralateral side of their brain damage (i.e., the 
neglect filed) were still able to average the size of the 
“neglected” objects, providing another neuropathological 
evidence for the relative independence between focused 
attention and average perception [47, 48].

On the other hand, there are also studies indicating 
that ensemble coding requires more attention than previ-
ously thought, and substantial costs of divided attention 
were found in ensemble coding [15–17, 44]. Notewor-
thy, there are several important differences between the 
current study and these studies, which might contribute 
to the discrepant results. One is the nature of ensemble 
coding: a single ensemble vs. multiple ensembles. In [16], 
both the mean color of the circles and the mean orien-
tation of the rectangles could be asked to judge in the 
post-cue condition, therefore observers had to process 
two ensembles simultaneously, relative to the condition 
where only one ensemble needed to be processed by 
pre-cueing one of the targets. Similarly, in [15], observ-
ers were asked to attend to both the emotion and orien-
tation of the faces in the post-cue condition while they 
only needed to evaluate the mean emotion of the faces in 
the baseline condition. Costs of dividing attention seem 
to occur when computing multiple means from different 
groups of objects [16, 44] or different dimensions within 
the objects [15]. In the current study, the mean emotion 
task was run in blocks, and apart from the string task, 
participants only had to establish a single ensemble rep-
resentation for the set of faces, which was found to be 
resistant to divided attention.

Another important difference between the current 
study and the previous studies which showed dependence 
on attention in ensemble coding was the task relevance of 
the ensemble task. When ensemble perception was task-
irrelevant, attention was assumed to be more efficiently 
directed away from the ensemble-related stimuli or fea-
tures [17], compared to the condition where ensemble 
judgments were asked throughout the task as in the cur-
rent study (also see [13, 14]). For example, in an inatten-
tional blindness study, letter recall was asked constantly 

while ensemble perception of the color or size of the let-
ters was maintained task-irrelevant until the last surprise 
trial. The results showed that the ensemble judgment was 
not above chance, suggesting that some amount of atten-
tion was necessary for perceiving ensemble statistics [17].

In the current study, we did not argue that attention 
is entirely not required in ensemble coding of multiple 
facial expressions, especially considering that the levels 
of low and high attentional loads might not cover the full 
range of the attentional zoom lens [17]. Instead, based 
on the effective manipulation of the attentional loads as 
discussed above and the results that attentional loads did 
not modulate mean emotion processing, we assumed 
that a rather small amount of attention resources distrib-
uted to the expressions could result in well-above-chance 
averaging performance. Future studies can further 
explore the lower and upper bound of ensemble coding 
regarding their (in)dependence on attention.

Processing of mean emotion versus individual emotion
We also examined individual emotion processing under 
the low and high attentional load. In the individual emo-
tion task, four faces were present as in the mean emotion 
task, but participants were not asked to extract the mean 
emotion but needed to process the four faces individually 
since they would be asked to estimate the emotion of one 
cued single face. In contrast to the no impact of atten-
tional load on mean emotion processing, the individual 
representation was worse (i.e., larger absolute difference, 
and lower relationship between individual emotion units 
and emotion judgments) in the high load compared to 
the low load condition, suggesting that the interference 
from the high attentional load was stronger for process-
ing facial emotions individually, compared to perceptual 
averaging of them.

There was better performance in evaluating the mean 
emotion than the individual emotion, especially under 
the high attentional load. The range of emotional units 
in the individual emotion task was larger than that in the 
mean emotion task due to the nature of our experiment 
design (also see [9, 49]). With more data points covering 
a broader range of emotional units, the multilevel analy-
ses might have more statistical power to detect the effect 
of attentional loads on the relationship between emotion 
units and emotion judgments in the individual task. The 
participants’ responses would also be naturally more dis-
persed when judging the emotion of the target individual 
faces relative to the mean emotion of the faces, which 
might lead to more errors in the former task. However, 
the reported standard error in the individual task was 
smaller when considering the individual differences 
across trials and participants in the multilevel analyses. 
Moreover, the advantage of mean emotion processing 
over individual emotion processing became even larger 
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under the high attention load compared to the low atten-
tion load. Thus, we assume that the different impact of 
attentional load on the two emotion tasks could not be 
easily explained by the mere differences in the emotion 
ranges and response patterns if any. The level of difficulty 
of mean emotion and individual emotion processing can 
be better controlled in future studies to further exclude 
this confound.

The advantage of averaging is in line with our hypoth-
esis and is also consistent with previous studies [1, 38]. 
Extracting the summary statistics from a set of multiple 
items can be rather precise even when representation for 
individual objects is impoverished by comparison. This 
phenomenon was found in both lower-level features, like 
position [4] and size [5], as well as higher-level informa-
tion such as facial expression [8, 9] and face identity [50]. 
We previously also found that reducing attention to the 
faces in the periphery was more detrimental to individual 
emotion judgments than the mean emotion judgments 
[14]. Specifically, the individual emotion task contained 
one intact face (to be evaluated) and three scrambled 
faces in the target set, and both searching and emotion 
discrimination might be involved [14]. In the current 
study, all four faces might be the candidates to be judged 
and participants had to process all of them individually, 
like the member identification task [5, 9]. The faces were 
presented closer to the center relative to [14], but partici-
pants might have to also rely on the peripheral vision to 
process the faces when the central attention was focused 
on the string task, especially under the high attentional 
load. When attention is limited, individual representa-
tions are perhaps too noisy [1], or compulsorily com-
bined into an ensemble perception [51]; on the other 
hand, the uncorrelated or random noise of multiple indi-
vidual measurements can cancel each other out when the 
visual system collapses across those individual features, 
and thus a benefit of averaging occurs [1].

Effect of the emotional valence on emotion perception
The effect of emotional valence was additionally explored 
in the current study. The faces in each set showed either 
happy or angry expressions with various intensities in 
separate blocks. We found that both happy and angry 
faces were underestimated relative to their objective 
emotion units. All face stimuli used in the study have 
closed mouths so that they might not be perceived as 
strong as the assigned unit indicated. In addition, partici-
pants perceived happy faces to be stronger and the extent 
of underestimation was weaker for happy faces, relative 
to angry faces. They also performed better in evaluating 
emotions from happy faces than from angry faces in both 
the mean and individual tasks, under both the low and 
high attentional load.

For the emotional processing of a single face, an atten-
tional bias is usually found for the negative relative to 
the neutral or positive faces [52–54]. However, evidence 
also shows an advantage of recognizing a happy expres-
sion over other expressions [55]. The current study asked 
participants to estimate the emotional intensities of the 
faces, all of which in the set were the targets showing 
the same valence. Thus, we seemed to have no condition 
under which the negativity bias was usually found, such 
as the presence of face distractors and competition for 
the attentional resources between positive and negative 
faces [56].

Whether and how emotional valences influence mean 
emotion processing has also been mixed in the litera-
ture so far. Some studies found more efficient or accu-
rate processing of angry crowds than happy crowds [34, 
36], while some showed a positivity bias or advantage in 
ensemble coding of emotion [33, 35, 37, 57]. There were 
also findings showing comparable performance in aver-
aging happy and angry expressions [34].

The mixed results might be due to some methodologi-
cal differences, including the different face stimuli used 
in the studies which may convey various emotional inten-
sities and contain substantial perceptual differences [58]. 
Different ways to measure or quantify the advantage or 
bias might also drive the differences. For example, asking 
participants to judge whether the face set was positive or 
negative, one found a positive bias using point of subjec-
tive equality (PSE) as a measure [37] while another found 
a negative bias using criteria based on signal detection 
theory [36]. The emotional bias in mean emotion percep-
tion could also be flexible, depending on the task fram-
ing (e.g., positive bias in approach task while a negative 
bias in avoidance task, [59]). It deserves more systematic 
investigation in future studies whether there was a dif-
ferential averaging process for the threat-related com-
pared to the positive face stimuli, and whether it would 
be modulated by the attentional load.

Limitations
We combined the dual task with attentional load manip-
ulations in the current study and explicitly required 
emotional judgments for either the single face or for the 
multiple faces, similar to the study on the working mem-
ory load on averaging line length [60]. To strengthen the 
effect of the concurrent string task on taxing attentional 
resources, we asked participants to judge the strings first 
and the emotions next. The interval between the face 
stimuli and the emotion evaluations was relatively long, 
as a result, although it is matched under two attentional 
loads and two emotion tasks. Thus, some other pro-
cesses, for example, working memory might not be easily 
teased apart in the current study. Online neuropsycho-
logical measures (e.g., event-related potentials, [14]) or 
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other indirect indices of perceptual averaging (e.g., inter-
ference effect, [61]) could be used in the future.

In addition, since the letter string and the set of faces 
were present simultaneously in the dual task, the trade-
off between processing the two kinds of to-be-judged 
stimuli might not be easily excluded. The response time 
to judge the color of the string (low load) was found to 
be slower when the concurrent task was the individual 
emotion task compared to the mean emotion task. Par-
ticipants might strategically delay their responses to the 
string while spending relatively more time processing the 
surrounding individual faces. Therefore, under low atten-
tional load, the attentional resources available for the 
individual task were likely more than those for the ensem-
ble task, but even so, it did not compensate for the lower 
performance in the former task. The response time to 
judge the presence of the letter (high load) did not differ 
significantly between the individual and ensemble tasks, 
suggesting that the attentional resources spilled over to 
the faces under high load were comparable between the 
two emotion tasks. Future studies should better control 
the strategic shifting from one task to another task in the 
dual-task paradigm or apply alternative ways to manipu-
late attentional load (e.g., [62]).

Conclusion
In summary, we have shown that averaging across four 
faces in the set was not impacted by the attentional load, 
suggesting that a rather small amount of attention if any 
is required in mean emotion processing. By contrast, 
the increased attentional load interfered with processing 
facial emotions individually. Moreover, the advantage of 
computing the mean emotion over extracting the emo-
tion from individual faces was larger when the attentional 
load increased. The current study provides a new piece 
of evidence supporting the advantage of averaging and 
showing that the mean emotion of multiple facial expres-
sions can be extracted with limited attention, which 
would contribute to our understanding of ensemble cod-
ing of emotional faces.

Author contributions
YL and LJ contributed to the conception and design of the study. YL 
programmed the task and collected the data. YL and LJ performed 
the statistical analysis. LJ and YL wrote the first draft of the manuscript, 
contributed to manuscript revision, and approved the submitted version.

Funding
This work was supported by grants from the National Natural Science 
Foundation of China (32100840) and the start-up funding of Guangzhou 
University (RP2021023) awarded to LJ.

Data availability
The datasets analyzed and the analyses scripts of the current study are 
available in Open Science Framework at https://osf.io/3aw4d/?view_only=
600a83d0a55b48469323055f2a589087. The materials of the experiment are 
available upon contacting the corresponding author.

Declarations

Ethical approval and consent to participate
The research was carried out under the Declaration of Helsinki and was 
approved by the ethics committee of Guangzhou University. Written informed 
consent (including consent to participate and consent to publish the 
anonymized data) were obtained from all participants before the experiment.

Consent for publication
The images in Fig. 1 were obtained from the face stimuli in the Tsinghua Facial 
Expression Database [39], where all face models provided written informed 
consent to have photos used for scientific research (e.g., scientific experiment, 
publications, and presentations).

Conflicts of interests
We declare no conflicts of financial or non-financial interest.

Received: 4 June 2023 / Accepted: 16 February 2024

References
1. Alvarez GA. Representing multiple objects as an ensemble enhances visual 

cognition. Trends Cogn Sci. 2011;15(3):122–31. https://doi.org/10.1016/j.
tics.2011.01.003.

2. Whitney D, Yamanashi Leib A. Ensemble perception. Ann Rev Psychol. 
2018;69. 12.1-12.25.

3. Dakin SC, Watt RJ. The computation of orientation statistics from visual 
texture. Vision Res. 1997;37(22):3181–92. https://doi.org/10.1016/
S0042-6989(97)00133-8.

4. Alvarez GA, Oliva A. The representation of simple ensemble visual features 
outside the focus of attention. Psychol Sci. 2008;19(4):392–8. https://doi.
org/10.1111/j.1467-9280.2008.02098.x.

5. Ariely D. Seeing sets: representation by statistical properties. Psychol Sci. 
2001;12(2):157–62. https://doi.org/10.1111/1467-9280.00327.

6. Chong SC, Treisman A. Statistical processing: Computing the average size in 
perceptual groups. Vision Res. 2005;45(7):891–900. https://doi.org/10.1016/j.
visres.2004.10.004.

7. Haberman J, Whitney D. Rapid extraction of mean emotion and gender 
from sets of faces. Curr Biol. 2007;17(17):1–5. https://doi.org/10.1016/j.
cub.2007.06.039.

8. Haberman J, Whitney D. Seeing the mean: ensemble coding for sets of 
faces. J Exp Psychol Hum Percept Perform. 2009;35(3):718–34. https://doi.
org/10.1037/a0013899.

9. Li H, Ji L, Tong K, Ren N, Chen W, Liu CH, Fu X. Processing of individual items 
during ensemble coding of facial expressions. Front Psychol. 2016;7(SEP):1–
11. https://doi.org/10.3389/fpsyg.2016.01332.

10. Fischer J, Whitney D. Object-level visual information gets through the 
bottleneck of crowding. J Neurophysiol. 2011;16(106):1389–98. https://doi.
org/10.1152/jn.00904.2010.

11. Ying H, Xu H. Adaptation reveals that facial expression averaging 
occurs during rapid serial presentation. J Vis. 2017;17(1):15. https://doi.
org/10.1167/17.1.15.

12. Alvarez GA, Oliva A. Spatial ensemble statistics are efficient codes that can be 
represented with reduced attention. Proc Natl Acad Sci. 2009;106(18):7345–
50. https://doi.org/10.1073/pnas.0808981106.

13. Bronfman ZZ, Brezis N, Jacobson H, Usher M. We see more than we can 
report: cost free color phenomenality outside focal attention. Psychol Sci. 
2014;25(7):1394–403. https://doi.org/10.1177/0956797614532656.

14. Ji L, Rossi V, Pourtois G. (2018). Mean emotion from multiple facial expres-
sions can be extracted with limited attention: Evidence from visual ERPs. 
Neuropsychologia, 111(September 2017), 92–102. https://doi.org/10.1016/j.
neuropsychologia.2018.01.022.

15. Elias E, Padama L, Sweeny TD. Perceptual averaging of facial expressions 
requires visual awareness and attention. Conscious Cogn. 2018;62:110–26. 
https://doi.org/10.1016/j.concog.2018.03.005.

16. Huang L. Statistical properties demand as much attention as object features. 
PLoS ONE. 2015;10(8):1–9. https://doi.org/10.1371/journal.pone.0131191.

17. Jackson-Nielsen M, Cohen MA, Pitts MA. Perception of ensemble sta-
tistics requires attention. Conscious Cogn. 2017;48:149–60. https://doi.
org/10.1016/j.concog.2016.11.007.

https://osf.io/3aw4d/?view_only=600a83d0a55b48469323055f2a589087
https://osf.io/3aw4d/?view_only=600a83d0a55b48469323055f2a589087
https://doi.org/10.1016/j.tics.2011.01.003
https://doi.org/10.1016/j.tics.2011.01.003
https://doi.org/10.1016/S0042-6989(97)00133-8
https://doi.org/10.1016/S0042-6989(97)00133-8
https://doi.org/10.1111/j.1467-9280.2008.02098.x
https://doi.org/10.1111/j.1467-9280.2008.02098.x
https://doi.org/10.1111/1467-9280.00327
https://doi.org/10.1016/j.visres.2004.10.004
https://doi.org/10.1016/j.visres.2004.10.004
https://doi.org/10.1016/j.cub.2007.06.039
https://doi.org/10.1016/j.cub.2007.06.039
https://doi.org/10.1037/a0013899
https://doi.org/10.1037/a0013899
https://doi.org/10.3389/fpsyg.2016.01332
https://doi.org/10.1152/jn.00904.2010
https://doi.org/10.1152/jn.00904.2010
https://doi.org/10.1167/17.1.15
https://doi.org/10.1167/17.1.15
https://doi.org/10.1073/pnas.0808981106
https://doi.org/10.1177/0956797614532656
https://doi.org/10.1016/j.neuropsychologia.2018.01.022
https://doi.org/10.1016/j.neuropsychologia.2018.01.022
https://doi.org/10.1016/j.concog.2018.03.005
https://doi.org/10.1371/journal.pone.0131191
https://doi.org/10.1016/j.concog.2016.11.007
https://doi.org/10.1016/j.concog.2016.11.007


Page 13 of 14Liu and Ji BMC Psychology          (2024) 12:102 

18. Sweeny TD, Grabowecky M, Paller KA, Suzuki S. Within-hemifield percep-
tual averaging of facial expressions predicted by neural averaging. J Vis. 
2009;9(3):2–2. https://doi.org/10.1167/9.3.2.

19. Palermo R, Rhodes G. Are you always on my mind? A review of how face per-
ception and attention interact. Neuropsychologia. 2007;45(1):75–92. https://
doi.org/10.1016/j.neuropsychologia.2006.04.025.

20. Vuilleumier P, Pourtois G. Distributed and interactive brain mechanisms 
during emotion face perception: evidence from functional neuroimag-
ing. Neuropsychologia. 2007;45(1):174–94. https://doi.org/10.1016/j.
neuropsychologia.2006.06.003.

21. Shaw K, Lien M-C, Ruthruff E, Allen PA. Electrophysiological evidence of emo-
tion perception without central attention. J Cogn Psychol. 2011;23(6):695–
708. https://doi.org/10.1080/20445911.2011.586624.

22. Vuilleumier P, Armony JL, Driver J, Dolan RJ. Effects of attention and emotion 
on face processing in the human brain. Neuron. 2001;30(3):829–41. https://
doi.org/10.1016/S0896-6273(01)00328-2.

23. Holmes A, Vuilleumier P, Eimer M. The processing of emotional facial 
expression is gated by spatial attention: evidence from event-related brain 
potentials. Cogn Brain Res. 2003;16(2):174–84. https://doi.org/10.1016/
S0926-6410(02)00268-9.

24. Pessoa L, Kastner S, Ungerleider LG. Attentional control of the processing of 
neutral and emotional stimuli. Cogn Brain Res. 2002;15(1):31–45. https://doi.
org/10.1016/S0926-6410(02)00214-8.

25. Silvert L, Lepsien J, Fragopanagos N, Goolsby B, Kiss M, Taylor JG, Raymond 
JE, Shapiro KL, Eimer M, Nobre AC. Influence of attentional demands on the 
processing of emotional facial expressions in the amygdala. NeuroImage. 
2007;38(2):357–66. https://doi.org/10.1016/j.neuroimage.2007.07.023.

26. Lavie N. Perceptual load as a necessary condition for selective atten-
tion. J Exp Psychol Hum Percept Perform. 1995;21(3):451–68. https://doi.
org/10.1037/0096-1523.21.3.451.

27. Lavie N, Hirst A, de Fockert JW, Viding E. Load theory of selective attention 
and cognitive control. J Exp Psychol Gen. 2004;133(3):339–54. https://doi.
org/10.1037/0096-3445.133.3.339.

28. Bahrami B, Lavie N, Rees G. Attentional load modulates response of human 
primary visual cortex to invisible stimuli. Curr Biol. 2007;17(6):509–13. https://
doi.org/10.1016/j.cub.2007.01.070.

29. Fu S, Fedota JR, Greenwood PM, Parasuraman R. Dissociation of visual C1 
and P1 components as a function of attentional load: an event-related 
potential study. Biol Psychol. 2010;85(1):171–8. https://doi.org/10.1016/j.
biopsycho.2010.06.008.

30. Rauss KS, Pourtois G, Vuilleumier P, Schwartz S. Attentional load modifies early 
activity in human primary visual cortex. Hum Brain Mapp. 2009;30(5):1723–
33. https://doi.org/10.1002/hbm.20636.

31. Rees G, Frith CD, Lavie N. Modulating irrelevant motion perception by varying 
attentional load in an unrelated task. Science. 1997;278(5343):1616–9. https://
doi.org/10.1126/science.278.5343.1616.

32. Wiens S, Sand A, Norberg J, Andersson P. Emotional event-related potentials 
are reduced if negative pictures presented at fixation are unattended. Neuro-
sci Lett. 2011;495(3):178–82. https://doi.org/10.1016/j.neulet.2011.03.042.

33. Bronfman ZZ, Brezis N, Lazarov A, Usher M, Bar-Haim Y. Extraction of mean 
emotional tone from face arrays in social anxiety disorder. Depress Anxiety. 
2018;35(3):248–55. https://doi.org/10.1002/da.22713.

34. Ji L, Pourtois G. Capacity limitations to extract the mean emotion from mul-
tiple facial expressions depend on emotion variance. Vision Res. 2018;145:39–
48. https://doi.org/10.1016/j.visres.2018.03.007.

35. Ji L, Pourtois G, Sweeny TD. Averaging multiple facial expressions through 
subsampling. Visual Cognition. 2020;28(1):41–58. https://doi.org/10.1080/135
06285.2020.1717706.

36. Mihalache D, Lamer SA, Allen J, Maher M, Sweeny TD. Anger bias in the 
evaluation of crowds. J Exp Psychol Gen. 2021;150(9):1870–89. https://doi.
org/10.1037/xge0001025.

37. Yang JW, Yoon KL, Chong SC, Oh KJ. Accurate but pathological: Social anxiety 
and ensemble coding of emotion. Cogn Therapy Res. 2013;37(3):572–8. 
https://doi.org/10.1007/s10608-012-9500-5.

38. Sun J, Chong SC. Power of averaging: noise reduction by ensemble cod-
ing of multiple faces. J Exp Psychol Gen. 2020;149(3):550–63. https://doi.
org/10.1037/xge0000667.

39. Yang T, Yang Z, Xu G, Gao D, Zhang Z, Wang H, Liu S, Han L, Zhu Z, Tian Y, 
Huang Y, Zhao L, Zhong K, Shi B, Li J, Fu S, Liang P, Banissy MJ, Sun P. Tsinghua 
facial expression database - A database of facial expressions in Chinese 
young and older women and men: development and validation. PLoS ONE. 
2020;15(4). https://doi.org/10.1371/journal.pone.0231304.

40. Wolfe BA, Kosovicheva AA, Leib Y, Wood A, K., Whitney D. Foveal input is 
not required for perception of crowd facial expression. J Vis. 2015;15(4):11. 
https://doi.org/10.1167/15.4.11.

41. Pinheiro J, Bates D, R Core Team. Nlme: Linear and nonlinear mixed effects 
models. R Package Version. 2023;3:1–162. https://CRAN.Rproject.org/
package=nlme.

42. Akaike H. A new look at the statistical model identification. IEEE Trans Autom 
Control. 1974;19(6):716–23. https://doi.org/10.1109/TAC.1974.1100705.

43. Fu S, Fedota JR, Greenwood PM, Parasuraman R. Attentional load is not a 
critical factor for eliciting C1 attentional effect - A reply to Rauss, Pourtois, 
Vuilleumier, and Schwartz. Biol Psychol. 2012;91(2):321–4. https://doi.
org/10.1016/j.biopsycho.2012.03.012.

44. Brand J, Oriet C, Skyes Tottenham L. Size and emotion averaging: costs 
of dividing attention after all. Can J Experimental Psychology/Revue 
Canadienne De Psychologie Expérimentale. 2012;66(1):63–9. https://doi.
org/10.1037/a0026950.

45. Dakin SC, Bex PJ, Cass JR, Watt RJ. Dissociable effects of attention and 
crowding on orientation averaging. J Vis. 2009;9(11):28. https://doi.
org/10.1167/9.11.28.

46. Khvostov VA, Utochkin IS. Independent and parallel visual processing of 
ensemble statistics: evidence from dual tasks. J Vis. 2019;19(9):1–18. https://
doi.org/10.1167/19.9.3.

47. Pavlovskaya M, Soroker N, Bonneh YS, Hochstein S. Computing an aver-
age when part of the population is not perceived. J Cogn Neurosci. 
2015;27(7):1397–411. https://doi.org/10.1162/jocn_a_00791.

48. Yamanashi Leib A, Landau AN, Baek Y, Chong SC, Robertson L. Extracting 
the mean size across the visual field in patients with mild, chronic unilat-
eral neglect. Front Hum Neurosci. 2012;6:1–11. https://doi.org/10.3389/
fnhum.2012.00267.

49. Griffiths S, Rhodes G, Jeffery L, Palermo R, Neumann MF. The average facial 
expression of a crowd influences impressions of individual expressions. J Exp 
Psychol Hum Percept Perform. 2018;44(2):311–9. https://doi.org/10.1037/
xhp0000446.

50. Neumann MF, Ng R, Rhodes G, Palermo R. Ensemble coding of face identity 
is not independent of the coding of individual identity. Q J Experimental 
Psychol. 2017;1–27. https://doi.org/10.1080/17470218.2017.1318409.

51. Allik J, Toom M, Raidvee A, Averin K, Kreegipuu K. Obligatory averaging in 
mean size perception. Vision Res. 2014;101:34–40. https://doi.org/10.1016/j.
visres.2014.05.003.

52. Fox E, Russo R, Bowles R, Dutton K. Do threatening stimuli draw or hold visual 
attention in subclinical anxiety? J Exp Psychol Gen. 2001;130(4):681–700. 
https://doi.org/10.1037/0096-3445.130.4.681.

53. Koster EHW, Crombez G, Verschuere B, de Houwer J. Selective attention to 
threat in the dot probe paradigm: differentiating vigilance and difficulty to 
disengage. Behav Res Ther. 2004;42(10):1183–92. https://doi.org/10.1016/j.
brat.2003.08.001.

54. Yiend J. The effects of emotion on attention: a review of attentional process-
ing of emotional information. Cognition Emot. 2010;24(1):3–47. https://doi.
org/10.1080/02699930903205698.

55. Nummenmaa L, Calvo MG. Dissociation between recognition and detection 
advantage for facial expressions: a meta-analysis. Emotion. 2015;15(2):243–56. 
https://doi.org/10.1037/emo0000042.

56. Watson DG, Blagrove E. Tagging multiple emotional stimuli: negative valence 
has little benefit. J Exp Psychol Hum Percept Perform. 2012;38(3):785–803. 
https://doi.org/10.1037/a0026730.

57. Bucher A, Voss A. Judging the mood of the crowd: attention is focused 
on happy faces. Emotion. 2019;19(6):1044–59. https://doi.org/10.1037/
emo0000507.

58. Calvo MG, Nummenmaa L. Perceptual and affective mechanisms in facial 
expression recognition: an integrative review. Cogn Emot. 2016;30(6):1081–
106. https://doi.org/10.1080/02699931.2015.1049124.

59. Im HY, Albohn DN, Steiner TG, Cushing CA, Adams RB Jr., Kveraga K. Different 
hemispheric and visual stream contributions to ensemble coding of crowd 
emotion. Nat Hum Behav. 2017;1(11):828–42. https://doi.org/10.1038/
s41562-017-0225-z.

60. Bauer B. Perceptual averaging of line length: effects of concurrent digit mem-
ory load. Atten Percept Psychophys. 2017;1:2510–22. https://doi.org/10.3758/
s13414-017-1388-4.

61. Kimchi R, Razpurker-Apfeld I. Perceptual grouping and attention: not all 
groupings are equal. Psychon Bull Rev. 2004;11(4):687–96. https://doi.
org/10.3758/BF03196621.

https://doi.org/10.1167/9.3.2
https://doi.org/10.1016/j.neuropsychologia.2006.04.025
https://doi.org/10.1016/j.neuropsychologia.2006.04.025
https://doi.org/10.1016/j.neuropsychologia.2006.06.003
https://doi.org/10.1016/j.neuropsychologia.2006.06.003
https://doi.org/10.1080/20445911.2011.586624
https://doi.org/10.1016/S0896-6273(01)00328-2
https://doi.org/10.1016/S0896-6273(01)00328-2
https://doi.org/10.1016/S0926-6410(02)00268-9
https://doi.org/10.1016/S0926-6410(02)00268-9
https://doi.org/10.1016/S0926-6410(02)00214-8
https://doi.org/10.1016/S0926-6410(02)00214-8
https://doi.org/10.1016/j.neuroimage.2007.07.023
https://doi.org/10.1037/0096-1523.21.3.451
https://doi.org/10.1037/0096-1523.21.3.451
https://doi.org/10.1037/0096-3445.133.3.339
https://doi.org/10.1037/0096-3445.133.3.339
https://doi.org/10.1016/j.cub.2007.01.070
https://doi.org/10.1016/j.cub.2007.01.070
https://doi.org/10.1016/j.biopsycho.2010.06.008
https://doi.org/10.1016/j.biopsycho.2010.06.008
https://doi.org/10.1002/hbm.20636
https://doi.org/10.1126/science.278.5343.1616
https://doi.org/10.1126/science.278.5343.1616
https://doi.org/10.1016/j.neulet.2011.03.042
https://doi.org/10.1002/da.22713
https://doi.org/10.1016/j.visres.2018.03.007
https://doi.org/10.1080/13506285.2020.1717706
https://doi.org/10.1080/13506285.2020.1717706
https://doi.org/10.1037/xge0001025
https://doi.org/10.1037/xge0001025
https://doi.org/10.1007/s10608-012-9500-5
https://doi.org/10.1037/xge0000667
https://doi.org/10.1037/xge0000667
https://doi.org/10.1371/journal.pone.0231304
https://doi.org/10.1167/15.4.11
https://CRAN.Rproject.org/package=nlme
https://CRAN.Rproject.org/package=nlme
https://doi.org/10.1109/TAC.1974.1100705
https://doi.org/10.1016/j.biopsycho.2012.03.012
https://doi.org/10.1016/j.biopsycho.2012.03.012
https://doi.org/10.1037/a0026950
https://doi.org/10.1037/a0026950
https://doi.org/10.1167/9.11.28
https://doi.org/10.1167/9.11.28
https://doi.org/10.1167/19.9.3
https://doi.org/10.1167/19.9.3
https://doi.org/10.1162/jocn_a_00791
https://doi.org/10.3389/fnhum.2012.00267
https://doi.org/10.3389/fnhum.2012.00267
https://doi.org/10.1037/xhp0000446
https://doi.org/10.1037/xhp0000446
https://doi.org/10.1080/17470218.2017.1318409
https://doi.org/10.1016/j.visres.2014.05.003
https://doi.org/10.1016/j.visres.2014.05.003
https://doi.org/10.1037/0096-3445.130.4.681
https://doi.org/10.1016/j.brat.2003.08.001
https://doi.org/10.1016/j.brat.2003.08.001
https://doi.org/10.1080/02699930903205698
https://doi.org/10.1080/02699930903205698
https://doi.org/10.1037/emo0000042
https://doi.org/10.1037/a0026730
https://doi.org/10.1037/emo0000507
https://doi.org/10.1037/emo0000507
https://doi.org/10.1080/02699931.2015.1049124
https://doi.org/10.1038/s41562-017-0225-z
https://doi.org/10.1038/s41562-017-0225-z
https://doi.org/10.3758/s13414-017-1388-4
https://doi.org/10.3758/s13414-017-1388-4
https://doi.org/10.3758/BF03196621
https://doi.org/10.3758/BF03196621


Page 14 of 14Liu and Ji BMC Psychology          (2024) 12:102 

62. Murphy G, Greene CM. Visual feature vs. conjunction searches as a robust 
manipulation of perceptual load. J Cogn Psychol. 2017;29(3):305–26. https://
doi.org/10.1080/20445911.2016.1256888.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in 
published maps and institutional affiliations.

https://doi.org/10.1080/20445911.2016.1256888
https://doi.org/10.1080/20445911.2016.1256888

	Ensemble coding of multiple facial expressions is not affected by attentional load
	Abstract
	Introduction
	Method
	Participant
	Stimuli
	Apparatus and procedure
	Data analysis
	Data Conversion
	Data trimming
	Data Analysis


	Result
	String judgments
	Mean and individual emotion judgments
	Signed difference scores

	Discussion
	Effective manipulation of attentional load
	Ensemble coding of facial expressions under low and high attentional load
	Processing of mean emotion versus individual emotion
	Effect of the emotional valence on emotion perception
	Limitations

	Conclusion
	References


